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LANGUAGE ACQUISITION AND

THE DISCOVERY OF PHRASE STRUCTURE

J. GERARD WOLFF

The University of Dundee

A computer program intended as a step towards an empirically adequate theory of first-language acquisition by children is presented. It has been tested on a sample of English transcribed as a sequence of word classes. The structures formed by the program correspond in many cases with recognized structures in English, and there is a significant correspondence between a parsing of the sample by the program and conventional surface-structure analysis. Anomalies in the program’s performance are discussed.

INTRODUCTION

This article reports part of a continuing project to develop a theory of first-language acquisition using computer modeling techniques in the main. The project is an explora​tion of the kinds of processes that may enable young children to arrive at a knowledge of language structure, the word structure being used here broadly to describe the kind of dynamic productive system that mature users of any natural language evidently possess, which embraces both syntactic and semantic knowledge. Although a long-term aim is to gain an understanding of acquisition processes for such a system, attention has been confined here to linguistic structures in the narrow sense of phrase structure or surface structure. Some justification for this and other restrictions in the scope of this study is offered below.

The bulk of research on language acquisition is observational and experimental, but there is a growing recognition that valuable insights can be gained by developing and testing computer-based or otherwise manipulable models of putative processes. The speed and accuracy of a computer means that one can explore the possibly complex implications of theoretical proposals and see their strengths and weaknesses in a way that is not other​wise possible. In this project, a number of models of aspects of language acquisition have been developed (Wolff, 1975, 1976, 1977, 1978a and b), and one of them will be the focus of attention here.

Other studies of this kind have been conducted by psychologists interested specifically in language-acquisition processes (Anderson, 1977; Hamburger and Wexler, 1975; Olivier, 1968; Power and Longuet-Higgins, 1978; Stolz, 1965). Also relevant are studies by linguists in which the main motive is the development of tools for linguistic analysis (Gammon, 1969; Harris, 1955) and there is a sizeable literature on discovery procedures intended to have practical utility in artificial intelligence, robotics and pattern recognition (see reviews by Bierman and Feldman, 1972; Fu and Booth, 1975; articles by Cook and Rosenfeld, 1976; Harris, 1977; Kelley, 1967; Knobe and Knobe, 1976). Finally, mention may be made of the tangentially relevant literature on numerical taxonomy (e.g., Sneath
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and Sokal, 1973) which is also concerned with similar questions of abstracting structure from a body of data.

The word discovery in the title of this article and in the term discovery procedures deserves some comment because it suggests, perhaps misleadingly, that there is structure in linguistic or other data that exists independently of the manipulations applied to those data and that can meaningfully be said to be discovered rather than constructed. A basic tenet of the project is that the concept of structure is intimately related to the information theoretic concept of redundancy. On this view, discovery procedures may be seen as abstracting some at least of whatever redundancy exists in a body of data and, since the outcome is a new or augmented cognitive system, one may also speak in terms of construction. The view that acquisition processes for linguistic and other cognitive systems are concerned with questions of data compression and cognitive economy is discussed at length elsewhere (Wolff, in preparation).

Another presupposition of the project is that, while linguistic and other structures arc undoubtedly complex, we should, in the interests of theoretical parsimony, pursue the possibility that there is an underlying simplicity in the organization of those structures and the processes that abstract them. The Chomskyan arguments for postulating innate knowledge of linguistic structures (insofar as such knowledge can be distinguished from a child’s innate endowment with discovery procedures) are largely based on the supposed impossibility of otherwise explaining how a child acquires a complex productive system from messy data in the space of a few  years. Since the study of discovery procedures is still in its infancy, it seems premature to make assumptions about the limitations of such mechanisms, especially since nativist speculations have so far failed to produce anything like an adequate theory of language acquisition.

It is supposed, then, that children are equipped at an early age with a capacity for abstracting structure from sensory inputs of all kinds, which allows them to build up an integrated system of linguistic and non-linguistic cognitions. It is further supposed that the percepts from which these cognitive structures are built derive from feature detectors or analysers which operate from birth or soon after. In the case of vision, we might think of line detectors and other analysers demonstrated in neurophysiological studies, while candidates for hearing might include detectors for speech features like voicing (Eimas et al., 1971) and formant ratios and transitions (Liberman et al., 1967).

The abstraction process may be described loosely as Piagetian assimilation and accommodation, although there is a gulf between a characterization of this sort and the precise specification needed to create working models like those outlined below. In constructing them, it has been assumed that cognitive/linguistic structures are built up progressively by repeated sampling or assimilation of data, each sampling being followed by a distillation of structure and a corresponding adjustment of the cognitive system (accommodation). This incremental view contrasts with others that suppose that children select an appropriate grammar from amongst a set of pre-established grammars (e.g., Chomsky, 1965, pp. 30-32, with some qualification in note 19, p. 202). Brown’s (1973) Law of Cumulative Complexity provides support for the former view, although it has been suggested (Wolff, in preparation) that an incremental learning process may not, in
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itself, suffice to explain this feature of language acquisition.

The abstraction process is probably largely unconscious and may therefore also be identified as a kind of “implicit learning” (Reber and Allen, 1 978). Although it may not be fully articulated at the conscious level, it would be wrong to think of the process as a mere passive absorption of structure. It is clear from the way children create syntactic overregularizations (Slobin, 1971) and also, perhaps, from their semantic overgenerali​zations (Clark, 1973) that they are actively involved in constructing their language systems. When normal evidence of language structure is missing, as is the case with congenitally deaf children, they may actually invent a language-like system of communi​cation of their own (Feldman et al., 1978). All the models described in outline below are dynamic in this general sense.

While we may recognize this kind of active involvement by children, we should not assume that they necessarily have to produce overt bodily actions, including speech, in order to learn a language. That speaking is unnecessary for language learning is shown by the well-known case of a cerebral-palsied boy who achieved good comprehension of speech although he was unable to articulate speech sounds (Lenneberg, 1962). If speaking is unnecessary for language learning, then it follows that positive or negative reinforce​ments of a child’s speech (including corrections of errors) are not necessary either (Chomsky, 1959). The same is true of “expansions” and similar adult responses to a child’s speech (see, for example, Nelson et al., 1973).

Christy Brown was a cerebral-palsied child who not only lacked any ability to speak but whose bodily handicap was so severe that for much of his childhood he was unable to demonstrate that he had normal comprehension of speech and non-verbal forms of communication (Brown, 1954). A case like this casts doubt on the view that “it is . . .clear . . . how dependent language acquisition is upon the nature of the interaction that takes place between child and mother. Being a witness at the feast of language is not enough of an exposure to assure acquisition. There must be contingent interaction” (Bruner, 1978, p. 64). Likewise, there seems to be no adequate evidence to support the proposition that language is “predicated on gesture” or that it is “reliant . . . on social knowledge” (Lock, 1978, p. 12). Recent attempts to set language development within a broad context of verbal and non-verbal communication, to consider communi​cative intentions and pragmatic aspects of language use, are welcome provided a critical attitude is preserved. These lines of research may be seen as complementary to rather than in conflict with the approach adopted here.

The recognition that a child’s linguistic knowledge grows in close association with his non-linguistic knowledge is another welcome development of recent years (see, for example, Greenfield and Smith, 1976; MacNamara, 1972, 1977; Nelson, 1974; Schlesinger, 1971). As already indicated, this project assumes that morph, word and phrase structures within the speech stream, structures in the non-linguistic world and contingencies between lexico-grammatical structures and their meanings are developed by an integrated set of processes. A working assumption is that the same basic principles apply throughout. Although integration is the rule, it is convenient as a matter of research strategy to treat each domain separately before attempting a unified model. Phrase structure is considered here divorced form meanings, not because of any attachment to a syntax-first
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theory of language acquisition, but because it is heuristically valuable to see what can be achieved with textual material alone. It is, of course, widely accepted that phrase structures are not mere linguistic constructs but are relevant to the way people with well-developed language skills actually use language (Johnson, 1965; Wilkes and Kennedy, 1969).

The starting point for this study is a computer program, MK1O, developed by the author which has been shown to be a sufficient mechanism for the discovery of “word” and “sentence” segments in unsegmented artificial language analogues (Wolff, 1975) and also for discovering word segments in natural language samples, both alphabetic (Wolff, 1977) and phonetic (Collet and Wolff, 1977). A sufficiency test of this kind demonstrates how children may discover some of the segmental structure of language without the need for cues from pauses, intonation or semantic correlates, but it does not, of course, mean that these cues are irrelevant to a fully developed theory of language acquisition.

Program MK1O (version H) scans its input text repeatedly (although new texts may be used on successive scans) and, after each scan, selects the most frequently occurring contiguous pair of recognized segments (or an arbitrary choice amongst ties). That pair is then added to its “dictionary” of elements. Thus, starting with the basic set of “minimal” elements (the symbol set used in the sample text), the program builds a set of elements each of which has a binary hierarchical structure. An important part of the program is a parsing routine which is needed on each scan of the text to relate segments of the text to elements in the dictionary. One may judge how effectively the program dis​covers linguistically valid segments by examining the parsings produced by this routine.

The general thinking behind this program has been outlined already. It assimilates data, abstracts from each sample and augments its developing cognitive system in a way broadly consistent with the incremental nature of language acquisition. A key feature is the use of frequency information in the selection of new structures. As argued in another paper (Wolff, in preparation), this principle finds powerful support in considerations of cognitive economy and it may be reconciled with empirical evidence suggesting that frequency is irrelevant to language learning (Brown, 1973).

Similar principles have been applied in two other  programs which are a preliminary attempt to model the development of non-linguistic cognitive systems (Wolff, 1976). A fourth program, GRAM15, has been written that searches for disjunctive groupings of segments and which, when working in conjunction with MK1O, has proved capable of retrieving non-recursive phrase-structure grammars from unsegmented artificial language analogues (Wolff, l978a and b). A fifth program, SNPR, is being developed that incorporates processes similar to MK1O and GRAM15 but is designed to create structures, including recursive structures, that will predict the acceptability of terminal strings not actually present in the sample text. The chief problem is not the creation of these recur​sive or non-recursive generalizations but to find well-motivated principles for distinguishing between those generalizations which are legitimate and which need to be retained and those other overgeneralizations (like hitted and mouses and similar expressions that are prominent in the speech of many young children) which have to be weeded out (Wolff, in preparation).
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Amongst the methodological premises in this work is the familiar notion that complex problems may be approached via the solution of similar but simpler problems. This is the reason for working with simple grammars with their known inadequacies for handling natural language. Another technique is “purification,” exemplified in this study by the deliberate exclusion of all segmentation cues like pause or stress. Reducing messy real-life problems to conceptually tidy analogues is a standard technique in other spheres of science. Its justification is that it offers the possibility of developing a relatively precise and coherent body of theory that may be applied to the primary problem with more effect than a theory created directly.

In applying MKIO to natural language, it was found that while the correspondence between structure assigned to sample texts by the program and their surface structure was quite good at the word level, it was poor at the level of phrases. One or more of the simplifying assumptions made in the construction of MK1O may have been responsible for this: there was deliberate exclusion of any process for forming disjunctive groupings or classes, there was no representation of semantic information, and MK1O was not designed to discover recursive structures or discontinuous constituents.

The first of these deficiencies has been partially remedied in GRAM15. However, MK1O and GRAM15 working together (and program SNPR) are not yet capable of giving meaningful results with natural language for reasons that need not be detailed here. The immediate aim of this study, therefore, was to try to find a stop-gap solution to the classi​fication problem in order to see how MKIO might perform with natural language at levels above word segments when it had the benefit of working in conjunction with a classification process. Ideally, the classification process should operate on segments at all levels in dynamic interaction with the process that builds the segments; achieving such interaction between those two processes is one aim in the development of SNPR. Pending a solution to this problem, it was decided to prepare a natural-language text by trans​cribing each word as a word-class symbol and to present the sequence of word classes to MK1O as data.

PROCEDURE

The word classes used here are essentially those used by Stolz (1965), except that his classes U and T, which signify sentence-internal and sentence-terminal punctuation marks respectively, were omitted. A “unique word” class (using the symbol U) was introduced for the word there as in “There is a green hill far away . . .“ (Fries, 1952; Roberts, 1956). The two omissions are justified on the “purification” grounds that it is most informative to examine what can be achieved when all segmentation markers are excluded regardless of whether this corresponds exactly with the problem confronting children. The classes are listed in Table 1 with the criteria used by Stolz for assigning classes to words, which are based on Roberts (1956).

These criteria are not in themselves sufficient to assign a class unambiguously to every word in a typical English text; the judgment of a linguist is required in many cases. Consequently, the task of assigning word classes to words was performed by a
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TABLE

List of Word Categories

Code
Name
Description


Nouns



N
Nouns
All place and person names. We saw the -.

V
Verbs
All transitive and intransitive verbs as in Let’s --. or Let’s – it.

A
Adjectives
All words that are used to modify nouns (including other nouns when they are used in that capacity).





B
Adverbs
Modifiers of verbs as in He walked --.

R
Pronouns
I, you, he him, myself, those, no-one, etc.

D
Determiners
As in – man shot – wolf.



E.g., The, my, no, any, most, etc.

L
Linking verbs
am, is, are, become, seem, smell, remain, etc.

X
Auxiliaries
As in: He – go.

I
Intensifiers
very, somewhat, quite, etc.

P
Prepositions
E.g., at, by, over, for, in, one, etc.

E
Relative pronouns
As in the dog – I bought. E.g., who, which, that, etc.

S
Subordinators
E.g., because, although, where, until, after, whether, etc.

C
Connectors
E.g., and, or, but, no, however, etc.

G
Negatives
not, n’t.

Z
Preverbs
The word to used as infinitive signal or prepositions having



Gerunds as objects. As in: He got home – walking.

Y
Exclamations
One-word utterances such as OK, yes, well, etc.

U
Unique word
There as in: There is a green hill.

person trained in linguistic analysis.1 Linguistic judgment is needed not least because the speech categorization of a word depends partly on the context in which it is found. For example, the word sofa which is normally a noun would, in the context of the phrase “a sofa cushion,” be classified as an adjective (Fries, 1952; Roberts, 1956). As in Stolz’s study, context has been used where necessary to help determine the appropriate classifi​cation of words in the sample text.

1 I am very grateful to Dr. Isabel Forbes for undertaking this task.


J.G. Wolff
261
The text used was 7600 words from Margaret Drabble’s novel Jerusalem the Golden. Her style makes much use of the flexibility of English, and the sample thus provides a fairly severe test of any theory that requires repetition for the induction of structure. After transcription, this text was processed by MK1OH for a total of 323 scans. The number of scans employed is somewhat arbitrary except that there is an upper limit, related to sample size, which corresponds to the conjoining of all symbol strings into one large group equivalent to the sample itself. There is probably little point in running the program beyond the stage where elements occurring only two or three times in the sample are being isolated. This is because arbitrary choices amongst ties become increasingly prominent at the later stages, and the structural significance of the resulting linkages decreases. The last elements to be isolated in this run occurred only twice in the sample.

RESULTS AND DISCUSSION

The performance of MKIO may be assessed in two ways. It is of some interest to look at the dictionary of elements that is built up, but it is perhaps more critically important to examine an actual parsing of the text at a late stage of processing to see how well the dictionary elements are fitted to the text.

Table 2 shows the first 20 elements created by MK1O. The commonest grouping is determiner and noun (DN), followed by adjective and noun (AN). DN is soon incor​porated into PDN, and AN becomes a constituent of DAN which is then itself included in PDAN. AN also becomes part of PAN.

All of the groups mentioned are recognizable as common types of word groups in English and, furthermore, their internal structures, determined by the sequence in which they are built up, correspond with the structures that are usually assigned to them in conventional analyses of surface structure. The same is apparently true of most of the other elements in Table 2, with the exception of RV, RX, RL and NV, which seem to be in conflict with the usual division of English sentences into noun phrase and verb phrase with the verb more closely linked to what follows it than what precedes it (except in the case of intransitive verbs). We shall return to this point. The elements AC and CV exemplify the problem posed by conjunctions when one attempts to describe surface structure exclusively by simple binary trees. Contrary to what one might wish,  such a description requires the conjunction to be more closely linked to one of the two structures being joined than to the other.

This is perhaps an appropriate point to say something about the performance of the program in comparison with what we know about children’s acquisition of language. The sceptical reader may object that while the program picks out DN as its first two-word structure, this is quite at odds with what we know of children’s early word combinations in which function words of all kinds are slow to appear (Braine, 1963; Brown, 1973). In answer to this, it may be said that children are learning something which is meaning​fully related to their non-linguistic cognitive structures, whereas the program, for reasons given earlier, works on material from which all meanings have been excluded. We might
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TABLE 2

The first 20 elements created by MK10 from a 7600 word sample of English

Element
Frequency




DN
474

AN
363

RV
244

RX
227

PDN
188

DAN
172

PN
156

ZV
145

RL
110

BV
103

RXV
100

PDAN
89

XV
86

AC
84

PR
73

NV
62

AAN
57

PAN
57

GV
55

CV
51

expect that a child’s knowing about common objects, actions etc. would help him learn the words for such things. Determiners like a and the have no extra-linguistic referents, and we might, in consequence, expect them to be learned relatively late. Alternatively, we may suppose (Wolff, in preparation) that children do acquire a knowledge of deter​miners and other function words at a relatively early age but do not use them until the larger structures in which they become meaningful have matured. What children say is not an infallible guide to what they know (Smith, 1973).

During its last scan, the program was set so that it would output the parsing that it was assigning to the text on that scan. The text was printed as a succession of segments corresponding to dictionary elements, each with its reference number and its internal bracketing marked. For the purpose of comparison, a number of sentences from the


1G. Wolff
263

[image: image1.png]SENTENCE 9

FOR.  EVEN HER MOTHER COULD NOT ANNIHILATE NINETY POUNDS BY MERE DISAPPROVAL,
P B D N X G v D N P A N

N>

SENTENCE 10

HAIRY CHEST.  AND SHE NEVER LEARNED TO TAKE A SIMPLE PLEASURE IN HER OWN ABILITIES.
A N

SENTENCE 11

THEY REMAINED FOR HER A MEANS AND NOT AN END A BARGAINING POWER RATHER THAN A BLESSING,
v P R D N C G D

N D A N B CD N
V NN




Fig. 1. Sentences 9, 10 and 11 showing Pa above each sentence and Pc below.

sample were chosen arbitrarily and surface structures were assigned to them, agreed by the author and the linguist and without reference to the computer-generated parsings. Unlike Stolz (1965) we made no attempt to represent discontinuous constituents, because these parsings were to be compared with the output of MK1O which produces simple hierarchical dendrograms only.

The sentences chosen for comparison purposes were the first eight sentences in the sample of less than 20 words length (which includes the first sentence in the sample)
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TABLE 3

The test sentences used for comparison between Pa and Pc
        
 Sentences in order of appearance in the text                                               Hits              Misses



O*
E*
O*
E*
Probability

1.
Clara never failed to be astonished by the extraordinary felicity of her own name.
7
3.33
2
6.66
< 0.01

2.
She found it hard to trust herself to the mercy of fate, which had managed over the years to convert her greatest shame into one of her greatest assets, and even after years of comparative security she was still prepared for, still half expecting the old gibes to be revived.
16
6.33
19
28.66
< 0.01

3.
But whenever she was introduced, nothing greeted the amazing, all-revealing Clara but cries of “How delightful, how charming, how unusual, how fortunate,” and she could foresee a time when friends would name their babies after her and refer back to her with pride as the original from which in​spiration had first been drawn.
17
5
20
32
< 0.01

4.
Finally her confidence grew to such an extent that she was able to explain that she had been christened not in the vanguard but in the extreme rearguard of fashion, after a Wesleyan great-aunt, and that her mother had formed the notion not as an unusual and charming conceit but as a preconceived penance for her daughter, whose only offences at that tender age were her existence and her sex.
27
10
21
38
< 0.01

5.
Her social progress had certainly taken her far enough from her starting point.
7
2
1
6
< 0.01

6.
Her intelligence, which was considerable, must for instance have played some more significant and guiding role.
6
1.33
3
7.66
< 0.01

7.
The name question was merely a piece of luck.
1
2.66
5
3.33
NS
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8.

But Clara, try as she might, found it hard to dissemble.
2
1
4
3
NS

9.
Even her mother could not annihilate ninety pounds by mere disapproval.
6
1
2
7
< 0.01

10.
And she never learned to take a simple pleasure in her own abilities.
8
2
1
7
< 0.01

11.
They remained for her a means and not an end, a bargaining power rather than a blessing.
6
2.33
6
9.66
NS

*The methods of computing observed (O) and expected (E) values for hits and misses are described in the text.

plus sentences two, three and four from the text, which are each longer than 20 words. The short sentences were chosen because dendrograms or bracketing for the longer ones are difficult to display adequately. Fig. 1 shows three of the shorter sentences, each with its assigned parsing (Pa) and computer-generated parsing (Pc). The complete set of sentences, without structures marked, are shown in Table 3.

The compatibility of Pa and Pc for any sentence may be assessed by counting the number of “hits” and “misses.” A word group marked by a node in Pc is a hit if it is also marked by a node in Pa, otherwise it is a miss. In Fig. 1, sentence 9 has 6 hits (Even her mother; her mother; could not annihilate; ninety pounds; by mere disapproval). Notice that for. Even her mother is a group marked in Pc that does not fall entirely within the test sentence and is not counted as either a hit or a miss. The group could not annihilate is counted as a hit even though not annihilate is a miss.

As will be seen, we may use hit and miss frequencies to assess whether or not there is a significant association between Pa and Pc. But before reducing the association to probabilities, we should perhaps look at it qualitatively.

As we might expect from our inspection of the early part of the dictionary, many of the hits are due to the successful identification of simple noun phrases and prepositional phrases. Examples include DN (her mother in sentence 9), DAN (a simple pleasure in sentence 10), PDN (for her daughter in sentence 4), PDAN (in her own abilities in sen​tence 10) and PR (for  her in sentence 11). Other structures successfully identified include the verb phrase ZVDAN (to take a simple pleasure in sentence 10) and the verb group ZXV (to be revived in sentence 2).

There are many anomalies of course, but it is far from easy to provide explanations for them individually. Previous experience with MK1O using other texts has shown that anomalies may arise from using too small a sample or insufficient processing. Certain other errors, which have been termed “run-on” errors, result from the way the parsing system operates (Wolff, 1977). Errors are also likely to occur because of the exclusion of semantic information and the absence of any facility for identifying distributionally
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equivalent disjunctive groups of structures.

Notwithstanding the provision of text transcribed as word classes, the failure of MK1O to search for disjunctive classes at all levels, including those above and below the level of words, is probably the main source of anomalies in these results. This is because dis​junctive relations contribute both directly and indirectly to the productivity of language. Directly because the concatenation of disjunctive classes allows the formation of novel sequences of elements and indirectly because optional and recursive structures, which together are responsible for much of the flexibility of language, can both be expressed quite naturally within the rubric of disjunctive relations.

The effect of this shortcoming can be seen in a comparison of Pc and Pa for sentence 11. Conventional analysis divides this sentence into They and remained for her a means and not an end, a bargaining power rather than a blessing. The verb phrase is a complex structure which is syntactically equivalent to such productions as existed or ate fish and chips or the infinite range of other verb phrases that are acceptable in the context They --. The building up of a productive complex structure like this and, ultimately, the registra​tion within the language system of these manifold realizations of the verb phrase demands the formation of disjunctive groupings. Without this capability, MK10 will not recognize this important division within sentence 11 or in any but the simplest of other sentences. Together with the fact that transitive and intransitive verbs have been merged in one class, this is probably the reason why the pronoun-verb and noun-verb groups noted earlier were formed before structures linking the verb to word classes on its right.

The other source of anomalies for which tentative assignments may be made is the exclusion of meanings from the computer analysis. A reasonably clear example appears in sentence 9 in which the constituents ninety pounds and by mere disapproval are joined together in Pc. The latter constituent is a modifier of the verb phrase could not annihilate ninety pounds to which it should be joined. A discovery procedure that fails to take account of semantic phenomena like modification is likely to miss such aspects of surface structure. This observation is in keeping with the previously noted view that the growth of syntactic knowledge in children is integrated with the development of semantic structures.

The null hypothesis (H0) chosen to assess the statistical significance of the association between Pa  and Pc was that the groupings in Pc had been formed by some kind of random process. To determine what the hit and miss rate for each sentence was likely to be under this hypothesis, the inter-word positions were numbered, these numbers were written each on a small card and, after mixing, drawn without replacement from a “hat” until as many cards had been drawn as there were nodes, links or groups in Pc. For each card drawn, a corresponding link was assigned to the test sentence so that randomly constructed groupings were built up containing the same number of nodes as Pc. The hit and miss counts were noted and the operation repeated twice more to obtain average hit and miss counts for three random parsings. Owing to the small numbers in some cells, the Kolmogorov-Smirnov one-sample test was used in preference to the Chi-Square test to establish whether the observed distribution of hits and misses differed significantly from the expected distribution under H0.

For two of the three sentences shown in Fig. 1, H0 may be rejected with confidence
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(p <  0.01 in both cases). The same is true of the other sentences shown in Table 3 except for sentences 7, 8 and 11. Aggregate values for observed and expected hit and miss rates for all the test sentences (which are shown in Table 3) yields a probability value less than 0.01. It seems very likely that for the whole sample text there is a significant associ​ation between Pa and Pc.

CONCLUSION

In this study, a fairly large number of simplifying assumptions have been made. MK1O works without reference to meanings and without the aid of any kind of prosodic markers of structure. The lack of a classification process has been only partially remedied by the use of a text transcribed as word classes. No attempt has been made in the design of the program to handle recursive structures or the distinction between optional and obligatory constituents, both of which contribute much to the creativity of language. Deep structure and comparable notions, which have been deemed necessary for a fully adequate description of linguistic structure, have also been ignored. Finally, mention may be made again of the other known shortcomings of MK1O that were noted earlier. Given all these ways in which MK1O differs from our target discovery procedure and given the essential simplicity of this program, it is interesting to find that the structures that it creates correspond as well as they do with conventionally recognized phrase structures.

Given that a knowledge of such structures is a part of adult linguistic competence, the processes in MK1O may go some way towards explaining how we develop this com​petence during childhood. The performance of the program suggests that those processes, and the principles on which they are based, may lend themselves to further development into an empirically adequate theory of language acquisition.2
2 
1am grateful to Alan L. Wilkes of the University of Dundee, to Isabel Forbes of the University of Belfast and to an anonymous reviewer for constructive comments on earlier drafts of this paper.
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