
S NP #NP V #V NP #NP #S (500)

NP D #D N #N #NP (1000)

D 0 t h i s #D (600)

D 1 t h a t #D (400)

N 0 g i r l #N (300)

N 1 b o y #N (700)

V 0 l o v e s #V (650)

V 1 h a t e s #V (350)

(a)

0 t h i s b o y l o v e s t h a t g i r l 0

| | | | | | | | | | | | | | | | | | | |

1 | | | | | | | | | | | | | | | | N 0 g i r l #N 1

| | | | | | | | | | | | | | | | | |

2 | | | | | | | | | | | | NP D | | | | #D N #N #NP 2

| | | | | | | | | | | | | | | | | | | |

3 | | | | | | | | | | | | | D 1 t h a t #D | 3

| | | | | | | | | | | | | |

4 | | | | | | | V 0 l o v e s #V | | 4

| | | | | | | | | | |

5 S NP | | | | | | | #NP V #V NP #NP #S 5

| | | | | | | | |

6 | D 0 t h i s #D | | | | 6

| | | | | | |

7 NP D #D N | | | #N #NP 7

| | | | |

8 N 1 b o y #N 8

(b)

0 S 0 1 0 1 0 #S 0

| | | | | | |

1 S NP | | #NP V | #V NP | | #NP #S 1

| | | | | | | | | | |

2 | | | | V 0 l o v e s #V | | | | 2

| | | | | | | |

3 | | | | | | N 0 g i r l #N | 3

| | | | | | | | |

4 | | | | NP D | #D N #N #NP 4

| | | | | | |

5 | | | | D 1 t h a t #D 5

| | | |

6 | D 0 t h i s #D | | 6

| | | | |

7 NP D #D N | #N #NP 7

| | |

8 N 1 b o y #N 8

(c)

Gerry
Sticky Note
Section (a) shows a set of 8 patterns that are, in effect, a grammar for a fragment of English. The numbers in brackets at the ends of the patterns are notional frequencies of occurrence in some notional sample of the language. These frequencies are used by program SP62 in the creation of multiple alignments.


Gerry
Sticky Note
Section (b) shows the best multiple alignment created by SP62 when the patterns in (a) are supplied as Old information and the pattern ‘t h i s b o y l o v e s t h a t g i r l’ is supplied as New information. In effect, the multiple alignment is a parsing of the sentence in terms of the grammar.

In this context, the ‘best’ multiple alignment is the one that yields the most economical encoding of the sentence in terms of the grammar. In this case, it is the sequence of symbols ‘S 0 1 0 1 0 #S’. 



Gerry
Sticky Note
Now, if ‘S 0 1 0 1 0 #S’ is supplied to SP62 as New information, and if the patterns in (a) are retained as Old information, the best multiple alignment created by SP62 is the one shown in (c). In effect, the original sentence has been re-recreated from the encoding of the sentence.

It may seem paradoxical to achieve decompression of the sentence using a process of compression. This is not as silly as it sounds because SP62 takes advantage of some residual redundancy in the encoding to reconstruct the sentence by squeezing more compression out of the encoding.


Gerry
Sticky Note
Many of the examples in this file show things, such as the parsing of natural language, which can be done by other systems.

But unlike most other systems, the SP system has the versatility to represent a variety of kinds of knowledge and to perform a variety of kinds of processing, and to do these things with one very simple format for knowledge and one relatively simple framework for processing information. 

That is at the heart of what the SP system aims to achieve: simplification and integration of concepts across artificial intelligence, mainstream computer, and human perception and cognition.
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Gerry
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Gerry
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0 fruit flies like a banana 0

| | | | |

1 | | | | < N 1 banana > 1

| | | | | | |

2 | | | < NP 1 < D | > < N > > 2

| | | | | | | | | |

3 | | | | | < D 1 a > | 3

| | | | | |

4 | | < ADV 0 like > | | | 4

| | | | | | | |

5 | | < ADP < ADV > < NP > > 5

| | | | |

6 < N 2 fruit > | | | | 6

| | | | | | |

7 S 0 < N > < V | > < ADP > 7

| | | |

8 < V 0 flies > 8

(a)

0 fruit flies like a banana 0

| | | | |

1 | | | | < N 1 banana > 1

| | | | | | |

2 | | | < NP 1 < D | > < N > > 2

| | | | | | | | | |

3 | | | | | < D 1 a > | 3

| | | | | |

4 | | < V 1 like > | | | 4

| | | | | | | |

5 S 1 < NP | | > < V > < NP > 5

| | | | |

6 | | < A 0 fruit > | | 6

| | | | | | |

7 < NP 0 < A > < N | > > 7

| | | |

8 < N 0 flies > 8

(b)

Gerry
Sticky Note
This example, which is the second half of ‘Time flies like an arrow; fruit flies like a banana’ (sometimes attributed to Groucho Marx), shows how SP62 can find two alternative parsings of an ambiguous sentence.




0 t w o k i t t e n s p l a y 0

| | | | | | | | | | | | | |

1 | | | < Nr 5 k i t t e n > | | | | | 1

| | | | | | | | | | |

2 | | | < N Np < Nr > s > | | | | 2

| | | | | | | | | | |

3 < D Dp 4 t w o > | | | | | | | | 3

| | | | | | | | | | |

4 < NP < D > < N | > > | | | | 4

| | | | | | | |

5 | | | | < Vr 1 p l a y > 5

| | | | | | |

6 | | | | < V Vp < Vr > > 6

| | | | | | | |

7 < S Num ; < NP | > < V | > > 7

| | | |

8 Num PL ; Np Vp 8

(a)

0 t o k i t t e m s p l a x y 0

| | | | | | | | | | | |

1 | | < Nr 5 k i t t e n > | | | | | 1

| | | | | | | | | |

2 | | < N Np < Nr > s > | | | | 2

| | | | | | | | | |

3 < D Dp 4 t w o > | | | | | | | | 3

| | | | | | | | | | |

4 < NP < D > < N | > > | | | | 4

| | | | | | | |

5 | | | | < Vr 1 p l a y > 5

| | | | | | |

6 | | | | < V Vp < Vr > > 6

| | | | | | | |

7 < S Num ; < NP | > < V | > > 7

| | | |

8 Num PL ; Np Vp 8

(b)

Gerry
Sticky Note
This shows a parsing in which the number dependency between the noun phrase and the verb phrase is marked. In this case, the plural noun phrase ('Np') is linked to the plural verb phrase ('Vp').

Gerry
Sticky Note
The main point here is that the SP system is quite robust in the face of errors in its data. A good parsing is achieved despite the fact that the input sentence contains several errors: 'w' is missing from 'two', there is an extra 'm' in 'kittens', and an extra 'x' in 'play'.



P P P P Number dependencies

Les plume s sont vert e s

F F Gender dependencies

(a)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

S

NP -- NP --------- NP

D --- D

PL --------------------- PL

0

les ----------------------------------------------------------- les

#D -- #D

N ------------------ N ---------------------- N - N

NR --- NR

F ------------------------------------ F

plume ------------------------------------------------- plume

#NR -- #NR

NS1 -- NS1

PL ------------------------------------------- PL ------ PL

s --------------------------------------- s

#NS1 - #NS1

#N ----------------- #N

#NP - #NP -------- #NP

VP ------------------------------------ VP

0

V ---- V -------------------------------------------------------- V - V

PL ------------------------------------------------------------------ PL

sont ----------------------- sont

#V --- #V

A ------------------ A -------------------------------------------------------- A - A

AR --- AR

1

vert ---------------- vert

#AR -- #AR

AS1 -- AS1

F ------------------------------------------------------------------------------------ F

e ----- e

#AS1 - #AS1

AS2 -------------------------------------------------------------- AS2

PL ------------- PL

s ------------------------------------------------------------------------------- s

#AS2 ------------------------------------------------------------- #AS2

#A ----------------- #A

#VP ----------------------------------- #VP

#S

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

(b)

Gerry
Sticky Note
Part (a) shows how, in a French sentence like “Les plumes sont vertes”, there may be two sets of syntactic dependencies that overlap each other. Parts of the sentence are marked as plural with ‘P’. Other parts are marked as feminine with ‘F’.


Gerry
Sticky Note
Part (b) shows how, in a multiple alignment representing a parsing of the sentence, the number dependencies (plural) are marked in column 13 (for the noun phrase) and in column 15 (for the whole sentence), while the gender dependency (feminine) is marked in column 14). 

This way of encoding syntactic dependencies is novel and not found in ordinary grammars. Despite its simplicity, it appears to be effective.

A point of detail about the multiple alignment in (b) and some others shown later: the somewhat artificial division of the sentence into ‘les’, ‘plume’, ‘s’, ‘sont’, ‘vert’, ‘e’, and ‘s’ has been done purely as a means of reducing the size of the multiple alignment and making it easier to display. The sentence might equally well have been represented as ‘l e s p l u m e s s o n t v e r t e s’ but the multiple alignment would have been a lot bigger.




H------en B2---------en

---- -- -- --

It will have been being washed

---- ---- -- --- ----

M----inf B1------ing V

B1------ing

-- ---

Will he be talking?

---- -- ----

M-------inf V

V

------

They have finished

---- --

H----------en

fin

Are they gone?

--- ----

B2----------en

fin V

B1--------ing

-- ---

Has he been working?

--- -- ----

H---------en V

fin

Gerry
Sticky Note
Each of the sentences on this page have been marked with the interesting patterns of overlapping syntactic dependencies in English auxiliary verbs described in Chomsky’s seminal book Syntactic Structures.

For example, in ‘It will have been being washed’, there is a dependency between the modal verb ‘will’ and the fact that the verb that follows it (‘have’) has the infinitive form. The second dependency in this sentence is between ‘have’ as a form of the verb ‘to have’ and the ‘en’ form of the verb that follows it (‘been’). There are two other dependencies in this example.


Gerry
Sticky Note
The next sentence, ‘Will he be talking’, shows more clearly how the dependencies can jump over intervening structure. For example, the dependency between the modal verb ‘will’ and the infinitive form of the following verb, ‘be’, is not disturbed by the fact that the word ‘he’ comes between the two verbs.

The three slides that follow show how these kinds of dependency may be represented in multiple alignments.




0 1 2 3 4 5 6 7 8 9 10

S

ST

NP -- NP

SNG ------- SNG

it ---------------------------------------------- it

#NP - #NP

X1 --------- X1

2

XB1 -- XB1

V --- V

B -- B --- B

SNG --------------------------- SNG

FIN -------- FIN

0

is -------------------------- is

#V -- #V

#XB1 - #XB1

#X1 -------- #X1

XR --------- #XR

XB

XV - XV -------------- XV

V ---------- V

EN -------------- EN

5

wash - wash

ED --- ED

ed ---------- ed

#ED -- #ED

#V --------- #V

#S ------------------- #S --------- #S

0 1 2 3 4 5 6 7 8 9 10

Gerry
Sticky Note
In this example, column 4 shows the depency between ‘is’ as a form of the verb ‘to be’ and the ‘en’ form of the verb ‘washed’ (in syntactic theory, the ‘ed’ suffix in ‘washed’ is counted as giving an ‘en’ form to the verb). 

This example also shows, in column 10, the ‘singular’ dependency between ‘it’ and ‘is’.




0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

S

Q

X1 -------- X1

0

V ---- V

M ---- M ----------------------------------- M

0

will ----------------------------------------- will

#V --- #V

#X1 ------- #X1

NP -- NP

SNG

it -------------------------------------------------------- it

#NP - #NP -

XR -------- XR

XH --------------------- XH

V ---- V

H -----H----------------- H

INF --------------- INF

have ------------------------------------------------------------------ have

#V --- #V

#XH

XB --------------------- XB

XB ---------- XB

XB1 -------------- XB1

V ---- V

B ---- B ------------------------------------------------------------------------------- B

EN -------------------------------------------------------------------------------- EN

be ---------- be

EN1 -- EN1

en --- en

#EN1 - #EN1

#V --- #V

#XB1 ------------- #XB1

XV - XV ---------- XV --------------------------------------------- XV

V ---- V

EN ----------------------------------------------------------------------- EN

1

brok ---------------------- brok

EN1 ---------------------------------------------------- EN1

en --------------------------------------------------------------------------------- en

#EN1 ----------------------------------------------------#EN1

#V --- #V

#S - #S ---------- #S -------- #S --------- #S

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Gerry
Sticky Note
Column 14 shows the dependency between the modal verb ‘will’ and the infinitive form of ‘have’; column 15 shows the dependency between the word ‘have’ (as an instance of the verb ‘to have’) and the ‘en’ form of ‘been’; while column 16 shows the dependency between ‘been’ (as a form of the verb ‘to be’) and the ‘en’ form of ‘broken’.




0 1 2 3 4 5 6 7 8 9 10

S

Q

X1 -- X1

2

XB1 -------- XB1

V --- V

B --- B --------- B

PL --------- PL

FIN -- FIN

0

are ------------------------------------------- are

#V -- #V

#XB1 ------- #XB1

#X1 - #X1

NP --- NP

PL ----------------------------- PL

they ---------------------- they

#NP -- #NP

XR -- XR

XB --------------------- XB

XV ---------------XV

V --------------V

ING ------------------------------------------------------ ING

1

walk - walk

ING1 -- ING1

ing ---------- ing

#ING1 - #ING1

#V ------------ #V

#S -------- #S -- #S

0 1 2 3 4 5 6 7 8 9 10

Gerry
Sticky Note
Here, column 10 shows the dependency between ‘are’ (as a form of the verb ‘to be’) and the ‘ing’ form of the verb ‘walking’. Column 9 shows the plural dependency between ‘are’ and ‘they’.




0 1 2 3 4 5 6 7 8 9 10 11 12 13

SM

S -------------------------- S

AR -------------------------------------------------------------------------- AR

NP --- NP

1 -------------------------------------------------------------------- 1

john ----------------- john

#NP -- #NP

#AR ------------------------------------------------------------------------- #AR

AN -------------------------------------------------------------------- AN

V1 ------------------- V1

V ------ V

0 ------------------------------------------------------- 0

kissed ---------------------- kissed

#V ----- #V

#V1 ------------------ #V1

#AN ------------------------------------------------------------------- #AN

OBJ -------------------------------------------- OBJ

NP --- NP

2 ----------------------------------------------------- 2

mary --- mary

#NP -- #NP

#OBJ ------------------------------------------- #OBJ

#S ------------------------- #S

A --- A

X ---------------------------------- X

an ----------------- an

0 ------------- 0

KISSED

#an ---------------- #an

#X --------------------------------- #X

Y ----------- Y

obj -- obj

1 ---- 1

MARY

#obj - #obj

#Y ---------- #Y

Z ---------------------------------------- Z

ar -------------------------- ar

0 ---------- 0

JOHN

#ar ------------------------- #ar

#Z --------------------------------------- #Z

#A -- #A

#SM

0 1 2 3 4 5 6 7 8 9 10 11 12 13

Gerry
Sticky Note
This example, and the one that follows, are intended to suggest how syntax and semantics may be integrated within the multiple alignment framework. 

Here, the multiple alignment shows how the sentence ‘John kissed Mary’ (supplied to SP62 as a New pattern and shown in column 0) may be parsed syntactically. But, in addition, it shows connections between the syntactic forms and other structures, lower down, which are intended to represent their meanings.

The sentence pattern in column 2 includes semantic markers: ‘AR’ meaning ‘actor role’; ‘AN’ meaning ‘action’; and ‘OBJ’ meaning ‘object’. These semantic markers are aligned with matching markers in columns 13, 12 and 9 and the corresponding patterns enter into structures near the bottom of the figure which represent, rather crudely, how a ‘semantic’ structure may be built. In this case, ‘KISSED MARY JOHN’ may be seen as a rather simple representation of the meaning of ‘John kissed Mary’.




0 1 2 3 4 5 6 7 8 9 10 11 12 13

SM

S --- S

AR ---------------- AR

NP --- NP

1 ---------- 1

john

#NP -- #NP

#AR --------------- #AR

AN ------------------------------- AN

V1 ---------- V1

V --------- V

0 ------ 0

kissed

#V -------- #V

#V1 --------- #V1

#AN ------------------------------ #AN

OBJ ------------------------------------------- OBJ

NP ------------------------------------- NP

2 ---- 2

mary

#NP ------------------------------------ #NP

#OBJ ------------------------------------------ #OBJ

#S -- #S

A ------------------ A

X ----------------------------------------------------------- X

an ----- an

0 -------------------------------------------------------------------- 0

KISSED - KISSED

#an ---- #an

#X ---------------------------------------------------------- #X

Y ------------------------------------------------------------------------ Y

obj --------- obj

1 ---------------------------------------------------------- 1

MARY -------------------------- MARY

#obj -------- #obj

#Y ----------------------------------------------------------------------- #Y

Z -------------------------------------------- Z

ar --- ar

0 ------------------------------------- 0

JOHN ------------------- JOHN

#ar -- #ar

#Z ------------------------------------------- #Z

#A ----------------- #A

#SM

0 1 2 3 4 5 6 7 8 9 10 11 12 13

Gerry
Sticky Note
In this example, the ‘semantic’ structure ‘KISSED MARY JOHN’ (shown in column 0) is supplied to SP62 as a New pattern and it builds a multiple alignment which includes the sentence ‘John kissed Mary’, near the top of the figure. This is intended to suggest how the production of a sentence may be driven by an underlying semantic structure.




0 1 2 3 4 5

<disease> ---------- <disease> ---------- <disease> ---- <disease>

flu

: ------------------ :

<patient> ------ <patient>

John_Smith

</patient> ----- </patient>

<dname> ------------ <dname>

Influenza

</dname> ----------- </dname>

<R1> --------------- <R1>

flu_symptoms ------- flu_symptoms

</R1> -------------- </R1>

<R2> ------------------------------------ <R2>

fever -------- fever

</R2> ----------------------------------- </R2>

<appetite> ----- <appetite> --------- <appetite>

poor normal

</appetite> ---- </appetite> -------- </appetite>

<breathing> ---- <breathing> -------------------------------------------- <breathing>

rapid ------------------------------------------------------------------- rapid

</breathing> --- </breathing> ------------------------------------------- </breathing>

<chest> ------------ <chest>

normal

</chest> ----------- </chest>

<chills> ------- <chills> -------------------------------- <chills>

yes ------------------------------------------------------ yes

</chills> ------ </chills> ------------------------------- </chills>

<cough> --------------------------------- <cough>

yes

</cough> -------------------------------- </cough>

<diarrhoea> -------- <diarrhoea>

no

</diarrhoea> ------- </diarrhoea>

<face> --------- <face> ------------------------------------------------- <face>

flushed ----------------------------------------------------------------- flushed

</face> -------- </face> ------------------------------------------------ </face>

<fatigue> ------ <fatigue> ---------- <fatigue>

yes no

</fatigue> ----- </fatigue> --------- </fatigue>

<headache> ------------------------------ <headache>

yes

</headache> ----------------------------- </headache>

<lymph_nodes> -- <lymph_nodes> ------ <lymph_nodes>

normal ------------------------------ normal

</lymph_nodes> - </lymph_nodes> ----- </lymph_nodes>

<malaise> ------ <malaise> ---------- <malaise>

no ---------------------------------- no

</malaise> ----- </malaise> --------- </malaise>

<muscles> ------ <muscles> ------------------------------- <muscles>

aching --------------------------------------------------- aching

</muscles> ----- </muscles> ------------------------------ </muscles>

<nose> --------- <nose> ---------------------------------- <nose>

runny ---------------------------------------------------- runny

</nose> -------- </nose> --------------------------------- </nose>

<skin> ------------- <skin>

normal

</skin> ------------ </skin>

<temperature> -- <temperature> ------------------------------------------ <temperature>

<t1> ----------- <t1>

38-39 ------------------------------------------------------------------------------------ 38-39

</t1> ---------- </t1>

</temperature> - </temperature> ----------------------------------------- </temperature>

<throat> ------- <throat> -------------------------------- <throat>

sore ----------------------------------------------------- sore

</throat> ------ </throat> ------------------------------- </throat>

<weight_change> ---- <weight_change>

no

</weight_change> --- </weight_change>

<causative_agent> -- <causative_agent>

flu_virus

</causative_agent> - </causative_agent>

<treatment> -------- <treatment>

flu_treatment

</treatment> ------- </treatment>

</disease> --------- </disease> --------- </disease> --- </disease>

0 1 2 3 4 5

Gerry
Sticky Note
In this example, SP62 has been supplied with a set of Old patterns, some of which represent information about various diseases while others represent clusters of symptoms—such as ‘fever’ or ‘flu symptoms’—where a given cluster may be found in two or more diseases.

The multiple alignment shown here is the best one built by SP62 when it has been supplied with a New pattern (in column 0) representing‘John Smith’ and some of his symptoms.  

In this case, the best multiple alignment suggests that the patient has influenza (column 2). But the second-best multiple alignment built by SP62 (not shown) suggests that the patient has smallpox (a disease in which many of the symptoms are similar to flu). However, the program assigns a much higher probability to a diagnosis of influenza than it does to smallpox.

Now, if ‘rash with blisters’ is included in the list of the patient’s symptoms, the best multiple alignment built by SP62 shows that the patient has smallpox. Since there is no other multiple alignment that matches the symptoms equally well, the relative probability calculated by the program is 1.0. Instead of smallpox being assigned a very low probability, it now becomes a certainty that the patient has smallpox.




0 1 2 3 4

T

Tibs

C ---------------- C

cat

M ------------ M

mammal

A ---------- A

animal

head ---------------------- head

carnassial-teeth

#head --------------------- #head

body ----------------------------------------- body

white-bib ------------------------------------------------ white-bib

#body ---------------------------------------- #body

legs ---------------------- legs

retractile-claws

#legs --------------------- #legs

eats ------ eats

breathes

has-senses

...

#A --------- #A

furry ------------------ furry

warm-blooded

...

#M ----------- #M

purrs --------------------------------- purrs

...

#C --------------- #C

tabby

...

#T

0 1 2 3 4

Gerry
Sticky Note
This multiple alignment shows how the features of an unknown entity (shown in column 0) may lead to its recognition at multiple levals of abstraction: as  an animal (column 1), as a mammal (column 2), as a cat (column 3) and as a specific individual, ‘Tibs’ (column 4).

Why does this matter? Because it can provide much richer sources of information than would otherwise be available. If we ask an artificial system to find somewhere that will give us a meal, it may ignore every business that does not say explicitly that it provides food. But if it can recognise businesses as belonging in classes such as ‘restaurant’ or ‘public house’, and if it knows that such classes of business do normally provide meals, then it can provide much better answers. People do this kind of thing so effortlessly and unconsciously that it is easy to overlook the importance of this kind of inference in artificial systems.




0 1 2 3 4 5 6 7 8 9

john1

person -- person

name ---- name

John -------- John ----------------------------------------------------------------------------------- John

Smith

#name --- #name

gender ------------------------------------------------------------- gender

male ---- male

...

#gender ------------------------------------------------------------ #gender

profession -- profession

doctor

stethoscope ------------------------- stethoscope

black-bag ...

#profession - #profession

head ------------------------------------------------------ head

hair -------------- hair

hcolour --- hcolour

fair-hair ----------------------------------------- fair-hair

#hcolour -- #hcolour

length

#length

#hair ------------- #hair

eyes --- eyes

pupil

iris --------------------------------------------------------------------- iris

whites

#eyes -- #eyes

nose

#nose

mouth

#mouth

chin --- chin

beard

#chin -- #chin

...

#head ----------------------------------------------------- #head

body

#body

legs

#legs

voice -------------------------------------------------------------- voice

deep

#voice ------------------------------------------------------------- #voice

town ---- town

Dorking ----- Dorking

#town --- #town

...

#person - #person

#john1

0 1 2 3 4 5 6 7 8 9

Gerry
Sticky Note
In this multiple alignment, ‘John’ is recognised as belonging in two independent classes: ‘male’ (column 8) and ‘doctor’ (column 3). There is also integration of this cross-classification with a part-whole breakdown of the class person into ‘head’, ‘body’ and ‘legs’, with further subdivisions. 

Notice that John is recognised as being male, not because of any directly-recognised masculine features but because of the well-known association between the name ‘John’ and the masculine gender (column 9). Knowing that he is male (and assuming that he is adult) allows us to infer that he is likely to be capable of growing a beared and that he is likely to have a deep voice (column 8).




0 1 2 3 4 5

<vehicle> ------------------------- <vehicle> ------- <vehicle>

<car> ----------------------------------------------- <car>

<v4>

<v> ------------------------------- <v> ------------- <v>

<registration> -------------------- <registration>

LMN

888

</registration> ------------------- </registration>

<engine> --------- <engine> ------- <engine> ------------------------ <engine>

<gasoline_type> ----------------------------------------------------- <gasoline_type>

spark_plugs ----------------------------------------------------------------------- spark_plugs

carburettor

<e> -------------- <e> ---------------------------------------------- <e>

<fuel> ------------------------------------------- <fuel>

gasoline

</fuel> ------------------------------------------ </fuel>

<capacity> -- <capacity> ------- <capacity>

2000cc ------ 2000cc

</capacity> - </capacity> ------ </capacity>

<compression> ------------------------------------ <compression>

low

</compression> ----------------------------------- </compression>

cylinder_block

crank_shaft

pistons

valves

</e> ------------- </e> --------------------------------------------- </e>

</gasoline_type> ---------------------------------------------------- </gasoline_type>

</engine> -------- </engine> ------ </engine> ----------------------- </engine>

steering_wheel

<seats> ----------------------------------------- <seats> --------- <seats>

4 ----------------------------------------------------------------- 4

</seats> ---------------------------------------- </seats> -------- </seats>

<doors> --------- <doors>

4

</doors> -------- </doors>

<load_space> ---- <load_space>

small

</load_space> --- </load_space>

<wheels> -------- <wheels>

4

</wheels> ------- </wheels>

</v> ------------------------------ </v> ------------ </v>

</v4>

</car> ---------------------------------------------- </car>

</vehicle> ------------------------ </vehicle> ------ </vehicle>

0 1 2 3 4 5

Gerry
Sticky Note
This example illustrates the integration of a class hierarchy with a part-whole hierarchy.

There is a class hierarch from 'vehicle' (column 3), through 'car' (column 4) to a specific vehicle with a registration number (LMN 888) (column 1). 

These and other patterns show the breakdown of a vehicle into parts and sub-parts including 'engine', 'steering wheel', 'seats', and so on. 

The engine is shown at two levels of abstraction, the more general in column 2 and the more specific in column 5.



Start 43 Does the starter turn the engine?

43 yes 44 Does starter turn the engine briskly?

44 yes 19 Slowly press throttle to floor, return

choke and try again. Does engine start?

19 yes 58 Problem is solved.

19 no 1 Is there a spark at the plug leads?

1 yes 2 Remove and examine plugs.

Are they black, oily or wet?

2 yes 4 Thoroughly clean and

dry [plugs], or renew, check

gap and refit. Try again.

Does engine start?

4 yes 58 Problem is solved.

4 no 23 Check for water in fuel.

Drain off to clear.

2 no 5 Clean, check gap and replace plugs.

Does engine start?

(etc)

(a)

0 Start yes yes no no no yes no 0

| | | | | | | |

1 Start 43 | | | | | | | 1

| | | | | | | |

2 43 yes 44 | | | | | | 2

| | | | | | |

3 44 yes 19 | | | | | 3

| | | | | |

4 19 no 1 | | | | 4

| | | | |

5 1 no 3 | | | 5

| | | |

6 3 no 7 | | 6

| | |

7 7 yes 8 | 7

| |

8 8 no 9 8

(b)

0 Start 43 yes 44 7 yes 8 no 0

| | | | | | | |

1 | | | | 7 yes 8 | 1

| | | | | | |

2 | | | | 3 no 7 | | 2

| | | | | | |

3 | | | | 1 no 3 | | 3

| | | | | | |

4 Start 43 | | | | | 4

| | | | | |

5 43 yes 44 | | | 5

| | | |

6 44 yes 19 | | | 6

| | | |

7 19 no 1 | | 7

| |

8 8 no 9 8

(c)

Gerry
Sticky Note
Part (a) in this slide shows a subset of the patterns that represent a decision network for diagnosing faults in car engines. In each pattern, there is a yes/no question that leads to two further patterns or a final answer.


Gerry
Sticky Note
Part (b) shows how a solution to a diagnostic problem may be modelled as a sequence of answers to the yes/no questions (row 0) with relevant patterns selected in the other rows.

This is not in itself a startlingly useful application of an SP machine. But it does serve to illustrate the versatility of the multiple alignment framework.


Gerry
Sticky Note
Part (c) is something of a party trick. The SP62 program has been supplied with a sequence of yes/no answers (in column 0) but without 4 of the answers in the middle of the sequence. Despite this missing information, it still manages to piece together a coherent multiple alignment in which the missing answers are inferred. 

In any ordinary decision network or tree, this kind of capability would not normally be required. But the example does serve to illustrate an important capability of  the SP machine: how it can create one or more chains of inference when the available information is incomplete.




0 1 2 3 4 5

1 ---------- 1

suspect -------------------------- suspect

2 ---------- 2

3

4 -------- 4 ------------------------------ 4

destroy ----------------------------------- destroy

5 -------- 5 -- 5 --------------- 5 ------- 5

fire ------------ fire ---- fire

6 -- 6 --------------- 6 ------- 6

matches ------------------------------------ matches

7 ---------- 7 ------- 7

petrol -- petrol

8 ---------- 8 ------- 8

9 -- 9

smoke -------------------- smoke

10 - 10

11 ------- 11

the_barn - the_barn

12 ------- 12

0 1 2 3 4 5

Gerry
Sticky Note
This simple example is intended to suggest how the SP machine may assist in the solving of a crime or preparing a legal case.

The information in column 0 is intended to represent the facts that a suspect has been seen with matches in the proximity of ‘the barn’ and that smoke was observed. The pattern in column 3 is intended to represent the idea that the suspect has been seen to be in possession of petrol. And the pattern in column 1 represents the observation that the barn has been destroyed. 

The multiple alignment may be interpreted as a piecing together of the argument that the suspect used matches to start a fire (which was not witnessed by anyone), and that the fire explains why smoke was seen and why the barn was destroyed. Part of the argument is that the suspect was known to be in possession of petrol and it is known that petrol, with matches, is a means of starting a fire. Of course, in a more realistic example, there would be many other clues to the existence of a fire (e.g., charred wood) but the example, as shown, gives an indication of the way in which evidence and inferences may be connected together in the multiple alignment framework.




0 1 2 3

Default

Bd ----------- Bd

bird ------------ bird

name --- name

Tweety - Tweety

#name -- #name

f ------------ f

canfly

#f ----------- #f

warm-blooded

wings

feathers

...

#Bd ---------- #Bd

#Default

0 1 2 3

(a, p = 0.66)

Gerry
Sticky Note
The next four slides show how the multiple alignment framework can model non-monotonic reasoning—something which is a regular feature of how people reason in everyday life but is not permitted in classical logic. 

If we are told that Tweety is a bird, we may infer that Tweety is likely to be able to fly but we can also recognise that Tweety might be a flightless bird like an ostrich or a penguin. If we are now told that Tweety is a penguin, we are likely to infer that Tweety certainly cannot fly. In classical logic, that new information should not invalidate the earlier conclusion.

In (a), column 0 records the fact that Tweety is a bird, while column 3 contains the inference that Tweety can fly. But (b) and (c)—each on its own slide—are alternative multiple alignments formed at the same time as (a). The multiple alignment in (b) recognises that Tweety might be an ostrich, the multiple alignment in (c) recognises that Tweety might be a penguin, and both of them contain the inference that Tweety cannot fly.

For each of those three multiple alignments, SP62 calculates a relative probability: 0.66 for (a), 0.22 for (b) and 0.12 for (c). In other words, it recognises that Tweety is most likely to be a bird that can fly.

Please view the next two slides ((b) and (c)) in the light of these notes, and then (d).



0 1 2 3

O

ostrich

Bd ----------- Bd

bird ------------ bird

name --- name

Tweety - Tweety

#name -- #name

f ------------ f

cannotfly

#f ----------- #f

warm-blooded

wings

feathers

...

#Bd ---------- #Bd

...

#O

0 1 2 3

(b, p = 0.22)



0 1 2 3

P

penguin

Bd ----------- Bd

bird ------------ bird

name --- name

Tweety - Tweety

#name -- #name

f ------------ f

cannotfly

#f ----------- #f

warm-blooded

wings

feathers

...

#Bd ---------- #Bd

...

#P

0 1 2 3

(c, p = 0.12)



0 1 2 3

P

penguin ------------------------- penguin

Bd ----------- Bd

bird

name --- name

Tweety -- Tweety

#name -- #name

f ------------ f

cannotfly

#f ----------- #f

warm-blooded

wings

feathers

...

#Bd ---------- #Bd

...

#P

0 1 2 3

(d, p = 1.0)

Gerry
Sticky Note
If we now run the program again with ‘penguin Tweety’ as the New pattern (meaning that Tweety is a penguin), there is only one alignment, shown in (d), that matches all the symbols in the New pattern. The associated probability is 1.0, meaning that we can be certain that, as a penguin, Tweety cannot fly.




0 1 2 3

Beijing -- Beijing

0

Delhi --- Delhi

15a

Cape_Town - Cape_Town

13

New_York ----------------------- New_York

0 1 2 3

(a)

0 1 2 3

Beijing -- Beijing

0

Delhi --- Delhi

17

Paris - Paris

27

New_York ------------------- New_York

0 1 2 3

(b)

0 1 2 3

Beijing -- Beijing

1

Melbourne - Melbourne

22

Zurich ---- Zurich

23a

New_York ------------------------- New_York

0 1 2 3

(c)

Gerry
Sticky Note
Given a set of Old patterns, each one showing a flight connection between two cities, and given a New pattern, ‘Beijing New_York’, representing the start and end points of a possible journey, SP62 can work out several alternative routes. Three of them are shown here.

Of course, there are many route-finding programs that can do this kind of thing. The point of interest here is the versatility of the multiple alignment framework.




Gerry
Sticky Note
This slide here shows a well-known type of geometric analogy problem. Given the relationship between figures A and B, the task is to choose one of D, E, F, or G so that the same relationship obtains between figure C and the figure that has been chosen.

The next slide shows how this kind of problem may be solved in the SP framework.




C1 small square inside large ellipse ;

D small square inside large circle #C1

C2 small square inside large ellipse ;

E large square above small ellipse #C2

C3 small square inside large ellipse ;

F small circle left-of large square #C3

C4 small square inside large ellipse ;

G small ellipse above large rectangle #C4

(a)

small circle inside large triangle ;

large circle above small triangle

(b)

0 1

C2

small ---- small

circle square

inside --- inside

large ---- large

triangle ellipse

; -------- ;

E

large ---- large

circle square

above ---- above

small ---- small

triangle ellipse

#C2

0 1

(c)

Gerry
Sticky Note
In (a), the four possible solutions are shown as four textual patterns, with figure C described in the first part of each pattern, and text representing figures D, E, F, or G, in the second part. These four patterns are supplied to SP62 as Old patterns.


Gerry
Sticky Note
The pattern in (b) represents figures A and B. This pattern is supplied to SP62 as a New pattern.


Gerry
Sticky Note
Given these inputs, the best multiple alignment that is created by the program is shown in (c). Column 1 in the multiple alignment shows that it has, in effect, selected figure E as the solution to the problem, which most people would recognise as being the correct answer.

As with the route-finding example, the point of interest here is the versatility of the multiple alignment framework.




t h a t b o y r u n s

t h a t g i r l r u n s

t h a t b o y w a l k s

t h a t g i r l w a l k s

s o m e b o y r u n s

s o m e g i r l r u n s

s o m e b o y w a l k s

s o m e g i r l w a l k s

(a)

< %2 2 s o m e >

< %2 3 t h a t >

< %1 5 b o y >

< %1 6 g i r l >

< %3 4 r u n s >

< %3 7 w a l k s >

< 1 < %2 > < %1 > < %3 > >

(b)

Gerry
Sticky Note
Program SP70 includes SP62 as a subset. It is designed to compress information by finding patterns that match each other, aiming to create one or more sets of patterns, each one of which yields a good overall compression of the original information.


Gerry
Sticky Note
Part (a) shows 8 patterns representing simple sentences without any punctuation or spaces between words. These 8 patterns are supplied to SP70 as New patterns. The program is not supplied with any Old patterns at the start. It creates its own sets of Old patterns as processing proceeds.


Gerry
Sticky Note
Out of several alternative sets of patterns that are created by SP70, the one that yields the best overall compression of the data is shown in (b). It is, in effect, a simple grammar for the original data,  where the term 'grammar' means both the grammatical rules and the dictionary of words that are used with those rules (how that word is normally used in computational linguistics).

To be clear, a full lossless compression of the original data requires both the grammar (as shown) and an encoding of the data in terms of the grammar (not shown). Relevant statistics are plotted on graphs shown in the next slide.

The workings of the program is more complicated and more messy than this simple example may suggest. In the course of creating the simple grammar shown in (b), it creates many multiple alignments and many alternative sets of patterns—and most of them look ‘bad’ or ‘wrong’. However, all of these ‘bad’ answers score worse in terms of compression than the result shown in (b). 




Gerry
Sticky Note
This slide shows plots for various  measures of information as the  processing proceeds. The 8 New patterns are processed one at a time, as shown along the X axis. The plot G shows the sizes of the best grammars formed at each stage, the plot E shows values for the encoding of the New patterns in terms of the current best grammar, and the plot T shows totals for G and E at each stage. The plot O shows the cumulative size of the set of New patterns, while the plot T/O shows the level of compression that has been achieved at each stage. In line with expectations, values for T/O decrease steadily as processing proceeds, meaning that a steadily increasing level of compression is achieved.




Gerry
Sticky Note
Chapter  11 in Unifying Computing and Cognition describes how concepts in the SP theory like ‘patterns’, ‘multiple alignments’ and the building of multiple alignments may be realised in terms of neural structures and processes.

This slide is intended to give the flavour of the proposals. There is a lot more detail in the relevant chapter.
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