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These slides, which may be downloaded via a link under the heading “Presentations” on www.cognitionresearch.org/sp.htm, describe background observations and ideas that provide the foundation of the SP theory. As the title suggests, it includes what are arguably some important insights into the nature of computing and mathematics.

Full information about the project may be found on the same page, including details and download links for many relevant publications under the heading ‘Publications’. The most comprehensive account of the work is in the book Unifying Computing and Cognition (described on bit.ly/MpwVs8).

In the PDF version of this presentation, viewed using the Adobe Reader, the notes may be seen via one or more speech bubbles on each slide, except where a slide is self explanatory. 

Useful controls include: Full screen: CTRL-L; Escape from full screen: ESC; Zoom in: CTRL-plus; Zoom out: CTRL-minus; Next slide: left-click; Previous slide: right-click; Scrolling left or right, up or down: use the 'hand'. Some alternative controls may be found by hovering the cursor near the bottom-left corner of each slide.




OVERVIEW 

■ Information, redundancy, and 
compression of information. 

■ Information compression in brains and 
nervous systems. 

■ Information compression in computing and 
mathematics. 
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INFORMATION AND REDUNDANCY (1) 

■ Information: anything that contains recognisable 
variations may be seen as information—light waves, 
sound waves, pictures, language, music, etc. 

■ Redundancy = repetition of information. 

■ Any body of information, I, may be seen to comprise non-
redundant and redundant information: 
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Non-redundant 
information 

Redundant 
information 

Presenter
Presentation Notes
Regarding the third bullet point, the non-redundant and redundant information in I would, of course, normally be intermingled, not in two separate blocks as shown here.



INFORMATION AND REDUNDANCY (2) 

■ Shannon’s information theory: The communicative value of a symbol 
or other ‘event’ is related to its probability. There is redundancy in a 
body of information, I, if some symbol types are more probable than 
others. 

■ Algorithmic information theory: If a body of information, I, can be 
generated by a computer program that is shorter than I then the 
information is not random and contains redundancy. 

■ Redundancy as repetition of patterns: 

■ Coherent patterns: I N F O R M A T I O N I N F O R M A T I O N 

■ Discontinuous patterns:  

I N F a b O R M A c d e T I O N x y I N p q F O R r s M A T I t u O N 
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The last example – patterns that repeat but with other information interspersed – appears to be related to the phenomenon of discontinuous dependencies in natural language. For example, the ‘number’ dependency (singular or plural) that exists in English between the subject of a sentence and its main verb is a pattern that repeats but with subordinate clauses and other information interspersed.

The multiple alignment framework, described in “Doing more with less: the SP theory and the multiple alignment concept”, provides a means of encoding those kinds of dependencies in an economical way.




INFORMATION AND REDUNDANCY (3) 

■ In ‘redundancy as repetition of patterns’, there 
are two key variables: 
■ The sizes of patterns. 
■ The frequencies of patterns. 

■ Given the close connection between frequency 
and probability, there are also close connections 
between probability, redundancy, and 
compression. 

■ More generally, information compression and 
probabilistic inference may be seen as two sides 
of the same coin. 
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COMPRESSION OF INFORMATION BY THE 
MATCHING AND UNIFICATION OF PATTERNS 
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■ 

■ The idea may be generalised to discontinuous patterns like 

 I N F a b O R M A c d e T I O N x y I N p q F O R r s M A T I t u O N 

Presenter
Presentation Notes
Where two or more patterns match each other (eg ‘I N F O R M A T I O N’), information compression may be achieved by merging or ‘unifying’ the repeated instances to make a single copy.

That single copy may be given a short ‘code’ or identifier (eg ‘w62’) which may be used to represent the pattern in a compressed representation  of the data.

As mentioned in an earlier slide, where patterns repeat but with other information interspersed (as shown in the second bullet point), the redundancy may be encoded using the multiple alignment framework in the SP theory, described in the presentation “Doing more with less: the SP theory and the multiple alignment concept”.




TECHNIQUES FOR COMPRESSING 
INFORMATION 

■ Chunking-with-codes: each repeating ‘chunk’ of 
information is given a short ‘code’. 

■ Schema-plus-correction: a generalised pattern is 
‘corrected’ with choices at specific points, eg 
choices in a restaurant menu. 

■ Run-length coding: eg ‘I N F O R M A T I O N’ × 100.  

Cut out repetition and mark transitions from one type of 
pattern to another. 
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Presentation Notes
A familiar example of chunking-with-codes is that every person has a name. Each person is, in effect, a complex ‘chunk’ of information. The ‘code’ for that information is the person’s name!

As an example of schema-plus-correction, a menu in a restaurant may have the general form or ‘schema’: “starter, main course, pudding”, with choices for each course. A particular order may then be specified economically as something like: “EM S(2) M(4) P(1)”, meaning that “For the evening menu, the customer has ordered the second item in the list of starters, the fourth option for the main course, and the first choice for the pudding.”

Run-length coding: there are many shorthands for repeated information, as shown later.



INFORMATION COMPRESSION AND 
NATURAL SELECTION 

■ Promoting economies in storage. 
■ Promoting efficiency and speed in the 

processing and transmission of information. 
■ Corresponding savings in energy (the brain is 

2% of total body weight but it demands 20% of 
our resting metabolic rate). 

■ Perhaps more importantly, it is the key to 
predicting the future from the past. 
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ADAPTATION AND INHIBITION IN THE 
NERVOUS SYSTEM 

■ Adaptation: 
■ If someone turns on a fan, we notice the sound at first and then 

(normally) cease to notice it.   
■ When the fan is turned off, we notice the quietness at first and then 

(normally) cease to notice it.  

■ We do not normally notice our clothes, even though they are touching our 
skin all the time. 

■ Inhibition in the nervous system appears to be the 
mechanism for adaptation.  

■ Adaptation and inhibition are widespread in brains and 
nervous systems. 

■ Adaptation and inhibition as run-length coding: cut out 
repetition and mark transitions between one pattern and 
another. 
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ADAPTATION IN ONE 
OMMATIDIUM OF LIMULUS 
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Presentation Notes
A single visual receptor (ommatidium) in the eye of the horseshoe crab (Limulus) responds strongly when it is first illuminated (the upstep in the line at the bottom) but the response quickly falls back to the background rate of firing. Likewise, there is a strong (negative) response when the light is switched off (the downstep in the line at the bottom) but the rate of firing quickly returns to normal.

The system is marking transitions from dark to bright and from bright to dark. It is not marking periods of continuous stimulation, either dark or bright. In effect, this is a form of information compression by run-length coding.




EDGE DETECTION IN THE EYE OF LIMULUS 
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Presentation Notes
A similar effect can be seen in the spatial dimension in the eye of Limulus and in the eyes of mammals.

The top plot (triangles) shows how the responses correspond to the level of illumination when all the ommatidia are masked, except for the ommatidium that is being recorded.

The bottom plot (circles) shows the responses when all the ommatidia are illuminated as shown in the inset at the top right. 

The lower plot shows how, in an area of constant illumination (light or dark) the rate of responding is about 5.0. But close to the boundary between light and dark, the rates of responding have the effect of marking the transition from light to dark. This is a feature of the run-length coding technique for compressing information.

This kind of ‘edge detection’ in the eye of Limulus and other creatures appears to be due to lateral inhibition within the retina.





ADAPTATION, MICROSACCADES AND TREMOR 
IN THE MAMALIAN RETINA 

■ If we look very steadily at something, perhaps with 
artificial aids to steady one’s eye, the image is likely to 
fade. 

■ But small movements of the eye (“microsaccades”) or 
tremor in the eye will restore the image. 

■ As in the eye of Limulus, constant stimulation leads to 
adaptation, reversed by changes in stimulation. 

■ As before, adaptation may be seen as information 
compression. 
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INFORMATION COMPRESSION 
BETWEEN THE RETINA AND THE BRAIN 

■ The retina contains about 126 million 
photoreceptors. 

■ The optic nerve, connecting the retina to 
the brain, contains only about 1 million 
fibres. 

■ This suggests that there is likely to be a 
large reduction in redundant information 
between the retina and the brain. 
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BINOCULAR VISION 

■ Barlow (1969): 

“In an animal in which the visual fields of the two 
eyes overlap extensively, as in the cat, monkey, 
and man, one obvious type of redundancy in the 
messages reaching the brain is the very nearly 
exact reduplication of one eye’s message by the 
other eye.” 
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Presentation Notes
Although, most of the time, most people see with two eyes, they normally see a single scene, not two scenes, one for each eye.

The phenomena of depth perception and stereoscopic vision show that we are merging the two images, one from each eye, not simply discarding one of them.

This merging of two nearly identical images is a particularly clear example of information compression in human perception and, probably, perception in other animals with similar visual systems.



A RANDOM-DOT STEREOGRAM 
(JULESZ, 1971) 
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Presentation Notes
This is an early  version of the ‘magic eye’ pictures which were popular some years ago.

Each of the two square images is a random pattern of black and white pixels. But when they are viewed in a stereoscope so that they are seen as a single image, a central square in the middle stands out in relief, appearing to be nearer to the viewer than what surrounds it.

The next slide shows the arrangement of pixels which produces this effect.





THE STRUCTURE OF THE LEFT AND 
RIGHT IMAGES IN THE RANDOM-DOT 

STEREOGRAM 
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Presentation Notes
This shows schematically the arrangement of pixels in the previous slide.

Most of the pixels in the left and right images are the same. But a square area in the middle of each image is shifted – to the right in the left image, and to the left in the right image.

Our eyes and our brain enables us to find the areas that match each other and merge them: we see a single merged background and a single square object which appears to be above it.

With these demonstrations, stereoscopic vision is normally the focus of interest. But they are also a vivid illustration of the way our visual systems can find matching patterns and merge them – and thus achieve compression  of information.





MERGING MULTIPLE VIEWS 
If we close our eyes for a moment and open them again, 
we merge the ‘before’ and ‘after’ views. 
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INFORMATION COMPRESSION IN 
RECOGNITION 

CognitionResearch.org 

STORED 
KNOWLEDGE 

STORED 
KNOWLEDGE 

In broad terms, recognition may be seen as a  
process of matching incoming information with  
stored knowledge, merging or ‘unifying’  
patterns that are the same, and thus 
compressing information. 



OBJECTS AND CLASSES IN 
PERCEPTION AND COGNITION 

■ Objects: we collapse the ‘cinema frames’ 
of a moving object into a single object and 
single background. 

■ Classes: Attributes which are shared by all 
members of a class need be recorded only 
once and not repeated for every member. 
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Presentation Notes
When we see a moving object crossing our field of view – such as a tennis ball – we see a single object that is moving, not a multitude of images as would be recorded in a video recording or a cinema film. Likewise, our multiple perceptions of the background scene are merged into a single scene.

This merging of multiple perceptions into single concepts is another striking example of the way our brains compress information.

Also, a prominent feature of our thinking and our language is the use of classes. An entity ‘Jim’ may be recognised as belonging to the class ‘person’ and, perhaps, subclasses such as ‘male’ or ‘salesman’.

By recognising Jim as a person, we can immediately infer the multitude of things that we know about people. It is inconceivable that we would store that information separately for each individual person that we know. The use of classes in our thinking and our language is a powerful means of compressing information.



NATURAL LANGUAGES 

■ Every noun, verb, adjective or adverb, may be 
seen as a ‘code’ for a relatively complex ‘chunk’ 
of information (the word’s meaning). 

■ Imagine saying “a horizontal platform with four, 
sometimes three, vertical supports, normally 
about three feet high, normally used for ...” every 
time we wanted to refer to a “table”—like the 
slow language of the Ents in Tolkien’s The Lord 
of the Rings. 
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Presentation Notes
Each ‘content’ word in a natural language (noun, verb, adjective or adverb) is, in effect, a code for a relatively large chunk of information – the word’s meaning.

The main role of function words like ‘the’, ‘and’ etc is to provide a grammatical framework for the content words.






SCIENCE AS INFORMATION 
COMPRESSION 

■ John Barrow: 
“Science is, at root, just the search for compression 
in the world. ... the world is surprisingly compressible 
and the success of mathematics in describing its 
workings is a manifestation of that compressibility.” 

■ The SP theory: mathematics is largely a 
set of techniques for compressing 
information (more later). 
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A parsing of text 
with no spaces 
or punctuation — 
developed by 
program MK10 
without any prior 
knowledge of 
words. 
 
The key is 
compression of 
information via 
the matching and 
unification of 
patterns.  

Presenter
Presentation Notes
This slide shows part of a 10,1000 letter sample from a child’s reading book, prepared without any punctuation or spaces between words. Also shown is a parsing of the text created by program MK10 at a late stage of processing, without any prior knowledge of words in English. 

The program looks for patterns that match each other in the text. Out of the many alternatives, it sifts out the more frequently-occurring patterns. The overall effect is to compress the raw data.

The fact that compression of information can reveal the kinds of structures in language that we learn as we grow up suggests that our brains do something similar when we learn our native language or languages. It appears to corroborate other evidence for the importance of information compression in the workings of brains and nervous systems.




GRAMMATICAL INFERENCE: PROBLEMS OF 
GENERATION AND ‘DIRTY DATA’ 
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Problems:  
■ How to generalise  
    without over- 
    generalising? 
■ How to learn despite    
    errors in what children  
    hear (‘dirty data’)? 

Gold (1967): learning 
needs correction by a 
‘teacher’ or other aids. 
 
No, this is only with a 
narrow definition of 
learning. Children can 
learn without these things. 

Information 
compression 
provides a 
solution: 
 
Minimise (G + E), 
where  
■ G is the size of 
   the grammar,  
   and 
■ E is the size 
   of the sample 
   when it is  
   encoded in  
   terms of the  
   grammar. 

Presenter
Presentation Notes
We learn our native language from a finite set of ‘utterances’, some of which are wrong (marked as ‘dirty data’ in the figure).

A key part of learning a language ‘L’ is  a process of generalising from utterances that we have heard to others that we have not heard. Normally, we can generalise into the area of utterances that are in L but without overgeneralising into the area of utterances that are outside L (except at an early stage in learning).

For a particular, rather narrow, model of language learning, Gold proved that overgeneralisation can only be avoided if the learner is provided with ‘negative’ samples (samples that are marked as ‘wrong’) or if there is correction by a ‘teacher’ or if samples are graded from simple to complex.

But the weight of empirical evidence is that children can learn their native language(s) without needing negative samples or correction by a teacher or the grading of language samples.

With a more relaxed model of language learning there is a good solution: minimise (G + E), where G is the size of the grammar derived from the sample and E is the size of the sample when it has been encoded in terms of the grammar.  This means compression of the sample. It is the principle of ‘minimum length encoding’ pioneered by Solomonoff, Wallace and Boulton, Rissanen, and others.

Compression of information (the principle of minimum length encoding) solves two problems:

* How to learn a language in the face of dirty data, as children do.

* How to generalise from a finite sample without overgeneralising, and in accordance with evidence that children do not need the kinds of support suggested by Gold.

The fact that compression of information can solve these two problems suggests that our brains do something similar when we learn our native language or languages. As before, it appears to corroborate other evidence for the importance of information compression in the workings of brains and nervous systems.






PERCEPTUAL CONSTANCIES 
■ Size constancy: We judge the size of an object to be 

constant despite wide variations in the size of its image 
on the retina. 

■ Brightness constancy: We judge the brightness of an 
object to be constant despite wide variations in the 
intensity of its illumination. 

■ Colour constancy: We judge the colour of an object to be 
constant despite wide variations in the colours of its 
illumination. 

■ Without these constancies, memories for objects and 
events would be much more complicated than is our 
ordinary experience. 
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Presentation Notes
Without size constancy, brightness constancy, and colour constancy, it would not make sense to say something like “The model was wearing a bright blue dress, well suited to her petite figure.” The actual brightness and colour of the dress would vary dramatically with variations in the brightness and the colour of the illumination. And “petite” would mean nothing when the size of the model’s image on an observer’s retina would vary from “very large” to “tiny”, depending on whether she was close by or far off.

As suggested in the last bullet point, these constancies may be seen as a means for us to remember objects and events in economical manner, without the complexities arising from variations in viewing distances and variations in the brightness and colour of illuminations.



MATCHING AND UNIFICATION OF 
PATTERNS IN COMPUTING 

■ The ‘Post Canonical System’, an equivalent of the Turing 
machine, is essentially a system for the matching and 
unification of patterns (MUP). 

■ Query-by-example, and other forms of information 
retrieval, are largely MUP. 

■ MUP is a prominent feature of Prolog and other versions 
of logic programming. 

■ Dereferencing of identifiers requires MUP. 

■ Access to and retrieval of information from computer 
memory requires MUP. 

■ Etc. 
CognitionResearch.org 

Presenter
Presentation Notes
In the RRP view of redundancy, compression of information is achieved by the matching of patterns and the merging or ‘unification’ of patterns that are the same.

As suggested in the slide, the matching and unification of patterns may be seen in many aspects of computing, including the workings of the Post Canonical System (an equivalent of the Turing model), query-by-example, the workings of Prolog and other logic programming systems, the dereferencing of identifiers, and access to and retrieval of information from computer memory.



CHUNKING-WITH-CODES IN 
COMPUTING 

■ A named ‘function’, ‘procedure’ or ‘sub-routine’ 
may be referenced from two or more parts of a 
program. 

■ Named objects in object-oriented systems. 
■ Named records in databases. 
■ Named files. 
■ Named folders or directories. 
■ Etc. 
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Presentation Notes
Names are very widely used in computing. In many cases, a name may be seen as a code for a relatively large chunk of information. Examples are shown on the slide.

In computing, not all names are like that. The name of a variable does not refer to a relatively large chunk of information. It may be seen as the name as an empty space or slot in a ‘chunk’ of information. As such, it may be seen to be part of the schema-plus-correction technique for compressing information, described on the next slide.



SCHEMA-PLUS-CORRECTION IN 
COMPUTING 

■ A program or named procedure: 
■ The body of the program or procedure = schema. 

■ Parameters are empty slots or variables within the schema. 

■ Values for those variables provide corrections to the schema. 

■ Conditional statements apply those corrections within the 
schema. 

■ A class (in an object-oriented system) = schema. Objects 
derived from a class contain specific values or 
corrections to the schema. 
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Presentation Notes
A computer program or named procedure may be seen as a generalised pattern or schema. The parameters to a program or procedure are variables that are, in effect, empty slots within the schema. Values for those variables may be seen as corrections to the schema. Conditional statements within the program or procedure, apply those corrections at appropriate points.

With our menu example, the menu may be seen as a program or procedure for creating a meal. With an order like “EM S(2) M(4) P(1)”, the first selection, “S(2)”, may be seen as a parameter, “S”, with a value, “2”, which the chef may interpret with his or her knowledge that “If the starter that has been chosen is ‘2’, then provide the soup of the day.”

In object-oriented systems, each class may be understood as a generalised pattern or schema. If a specific object is to be derived from the class, there is normally at least one parameter that provides a ‘correction’ to the schema by setting a value or values within the schema. For example, an object of the class ‘ball’ may be created as a tennis ball, a beach ball, etc.



RUN-LENGTH CODING IN COMPUTING 

■ Repeat … until …, while …, for …, eg 
s = 0; 
for (i = 1; i <= 100; i++) s += i; 

■ Recursion, eg 
int factorial(int x) 
{ 

if (x == 1) return(1) ; 
return(x * factorial(x - 1)) ; 

} 
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Presentation Notes
Within a program or procedure, it is quite common for an instruction or set of instructions to be repeated. Although it is entirely feasible for the instruction or set of instructions to be repeated explicitly, this is rarely done. Programmers normally use statements like “Repeat … until …” or recursive programming to save having to write out the repetitions explicitly.

This simple but effective means of compressing information may be seen as a version of run-length coding.



CONCEPTS OF MATHEMATICS 

■ Mathematical Platonism: Mathematical 
concepts are “numinous and transcendent 
entities, existing independently of both the 
phenomena they order and the human 
mind that perceives them.” (Hersh, 1997). 

■ SP view: Mathematical concepts are forms 
of information in brains or computers, like 
other concepts. 
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Presenter
Presentation Notes
Amongst the many philosophical interpretations of mathematics, the Platonic view is probably the best known and most influential. In that view, mathematics is somehow independent of the people that think about or do mathematics.

In the SP view, mathematics is simply another form of information that may be stored in or processed by brains or computers, just like other concepts. 





INFORMATION COMPRESSION IN 
MATHEMATICS 

■ John Barrow: 
“For some mysterious reason mathematics has proved itself a 
reliable guide to the world in which we live and of which we are 
a part. Mathematics works: as a result we have been tempted to 
equate understanding of the world with its mathematical 
encapsulization. ... Why is the world found to be so unerringly 
mathematical?” 

■ Suggested answer: because mathematics is 
largely a set of techniques for the compression 
of information. Likewise for logic. 

CognitionResearch.org 

Presenter
Presentation Notes
In the SP view, the seemingly mysterious power of mathematics to describe the world is because it is largely a set of techniques for compressing information, as outlined in the slides that follow.





A ‘FUNCTION’ IS A COMPRESSED TABLE 

Distance 
(m) 

Time 
(sec) 

0.0 0 
4.9 1 

19.6 2 
44.1 3 
78.4 4 

122.5 5 
176.4 6 
240.1 7 
313.8 8 

Etc Etc 

CognitionResearch.org 

Newton’s second 
law of motion: 

s = gt2 / 2 

where  
• s is distance 
• g is acceleration 
• t is time 

This is a compressed representation 
of a very large table, part of which  
is shown on the right. 
 
The function uses techniques for 
compression of information (next). 

Presenter
Presentation Notes
The table that relates the distance travelled by a falling object to the time since the object was allowed to fall is, in principle, infinitely large. That is true even over a finite distance, since there may be infinitely many subdivisions of the timescale.

That huge table is described very economically by Newton’s equation for his second law of motion.

As we shall see, the mathematical notation that is used in the equation may be understood in terms of our three main techniques for the compression of information.





CHUNKING-WITH-CODES IN MATHEMATICS 

■ Names are widespread in mathematics: We use names 
for functions, sets, members of sets, numbers, variables, 
etc. In most cases, the name represents a relatively large 
chunk of information. 

■ Base 1 numbers: Each unit is a generalised name of an 
object, typically a real-world object such as a goat. Each 
object is itself a conceptual ‘chunk’. 

■ Numbers with a base greater than 1: Each digit is the 
name of a chunk. Eg, ‘253’ (base 10) = a chunk of a 200 
units + a chunk of 50 units + a chunk of 3 units. 
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Presentation Notes
As shown on the slide, names are widely used in mathematics and in most cases they may be seen as a code for a relatively large chunk of information. The main exception is probably the concept of a named variable which, as described earlier, may be seen to function as a named slot within a schema in the schema-plus-correction technique for the compression of information.

Probably, the earliest form of counting was notches on a stick or pebbles on the ground, with each notch or pebble representing something like a goat or a sheaf of wheat. In this ‘base 1’ kind of counting, each notch or pebble may be seen as a generalised name or code for a relatively large chunk of information, the goat, bushel of wheat, or other kind of object that is being counted.

As shown in the third bullet point, numbers with a base greater than 1 may also be seen to use chunking-with-codes. Each digit is the name of a chunk and the size of the chunk is determined by the position of the digit is the sequence of digits.

In the equation s = gt2/2, each of ‘s’ and ‘t’ is the name of a variable. But ‘g’ is a name or code for a relatively large chunk of information: the rate of acceleration due to gravity, about 9.80665 m/s2.





SCHEMA-PLUS-CORRECTION IN MATHEMATICS 

■ Any kind of structure containing variables 
may be seen as a schema, with the value 
of each variable as a correction to the 
schema. 

■ Just like a program or procedure in 
computing, a mathematical function may 
be seen as a schema, and the arguments 
provide corrections to the schema. 
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Presenter
Presentation Notes
As mentioned earlier, variables may be seen slots in a schema, and the value assigned to a variable may be seen as a ‘correction’ to the schema. In this connection, a function with arguments in mathematics is very much like a program or procedure with parameters.

As mentioned on the previous slide, ‘s’ and ‘t’ are the names of variables in the equation s = gt2/2.







RUN-LENGTH CODING IN MATHEMATICS 

■ Multiplication (eg, 3 × 4) is a shorthand for repeated addition. 

■ Division (eg, 12 / 3) is a shorthand for repeated subtraction. 

■ The power notation (eg, 109) is a shorthand for repeated 
multiplication. 

■ A factorial (eg, 10!) is a shorthand for repeated multiplication and 
subtraction. 

■ The bounded summation notation (‘∑’) and the bounded power 
notation (‘∏’) are shorthands for repeated addition and repeated 
multiplication, respectively.  

■ In both ‘∑’ and ‘∏’, there is normally a change in the value of a 
variable on each iteration, so these notations may be seen as a 
combination of run-length coding and schema-plus-correction. 
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Presentation Notes
In mathematical notation, there are several different ways of showing repetition, but each of them may be seen as a form of run-length coding.

In the equation s = gt2/2, ‘gt’ is a shorthand for the multiplication of ‘g’ and ‘t’, leaving out the multiplication symbol (×). As such, it is a shorthand for repeated addition.

The power notation, t2, is a shorthand for t × t. In this case, there is only one multiplication but, more generally, the power notation is an economical way of showing repeated multiplication.







FURTHER INFORMATION 
■ Chapters 2 and 10 in Unifying 

Computing and Cognition, 
CognitionResearch.org. 

■ www.cognitionresearch.org. 

■ Contact: 
jgw@cognitionresearch.org. 
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Presenter
Presentation Notes
I will be happy to hear from people with questions, objections, comments etc. 

If you would like me to give a talk about these ideas, please get in touch. This can be done as a webinar over the internet or, if the distance is not too great, I would be happy to come and give a presentation in the traditional way.


http://www.cognitionresearch.org/
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