
The SP theory of intelligence and the SP
machine, in brief

J Gerard Wolff∗

December 4, 2014

“There is nothing more practical than a good theory”,
Kurt Lewin [5].

1 Overview

• Simplification and integration. The SP theory of intelligence is a unique
attempt to simplify and integrate concepts across artificial intelligence,
mainstream computing, mathematics, and human perception and cog-
nition, with information compression as a unifying theme.1

• SP computer model and SP machine. The SP theory is realised in the
SP70 computer model which may be regarded as a first version of the
SP machine.

• Extensive development and testing. The SP theory was not dreamed
up overnight. It is the product of about 17 years of development, with
testing at every stage via successive versions of the SP computer model.
Many seemingly-promising ideas have been rejected as a result of this
testing.
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1The name “SP” is short for Simplicity and Power, because compression of any given
body of information, I, may be seen as a process of reducing “redundancy” of
information in I and thus increasing its “simplicity”, whilst retaining as much as possible
of its non-redundant descriptive and explanatory “power”.
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• Publications. The theory is described most fully in [14] and more briefly
but quite fully in [16]. Potential benefits and applications are described
in [19] (how the SP theory may help to solve problems associated with
big data), [17] (application of the SP theory to the understanding of
natural vision and the development of computer vision), [18] (appli-
cation of the SP theory in the development of autonomous robots),
[13] (application of the SP system to medical diagnosis), and [15] (the
SP system as an intelligent database), and [21] (several other poten-
tial areas of application including natural language processing, software
engineering, and bioinfomatics).

• Potential value. In view of the exceptionally wide scope of the SP
theory, and evidence of its potential, it seems reasonable to estimate
that it could add 5% to the value of IT investments, worldwide. Since
these are about $3.8 trillion annually, the value of the SP concepts,
every year, would be at least $190 billion! [21, Section 8].

• A high-parallel version of the SP machine. It is envisaged that the SP
computer model will be the basis for the creation of an open-source,
high-parallel version of the SP machine, hosted on an existing high-
performance computer. This would be a means for researchers every-
where to explore what can be done with the system and to create new
versions of it. How things may develop is shown schematically in Figure
1.

2 Distinctive features and apparent advan-

tages of the SP system

Information compression and concepts of probability are themes in other
research, including research on Bayesian inference, Kolmogorov complexity,
deep learning, artificial neural networks, minimum length encoding, unified
theories of cognition, natural language processing and more. The main fea-
tures that distinguish the SP theory from these other areas of research, and
apparent advantages compared with these other approaches, are:

• Simplification and integration. As mentioned above, the SP theory is a
unique attempt to simplify and integrate concepts across artificial intel-
ligence, mainstream computing, mathematics, and human perception
and cognition:
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Figure 1: Schematic representation of the development and application of
the SP machine.

– The canvass is much broader than it is, for example, in “unified
theories of cognition”. It has quite a lot to say, for example, about
the nature of mathematics [12], [14, Chapter 10], [20].

– The SP computer model combines conceptual simplicity with de-
scriptive and explanatory power: the ability to model a wide range
of concepts and phenomena in computing and cognition (Section
4).

– The provision of one simple format for knowledge and one frame-
work for the processing of knowledge promotes seamless integra-
tion of diverse structures and functions.

– In the spirit of the quote, above (“There is nothing more prac-
tical than a good theory”), the SP theory, with its broad base
of support, is likely to yield deeper insights and better solutions
than theories with a less favourable combination of simplicity and
power (see also [21, Section 6]).

• The SP theory is a theory of computing. Other research is founded on
the idea that computing may be understood in terms of the Universal
Turing Machine or equivalent models such as Lamda Calculus or Post’s
Canonical System. By contrast, the SP theory is itself a theory of
computing [14, Chapter 4].
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• Intelligence. What is distinctive about the SP theory as a theory of
computing is that it provides much of the human-like intelligence that
is missing from earlier models.2

• Information compression via the matching and unification of patterns.
In trying to cut through complexities, the SP programme focuses on a
simple, ‘primitive’ idea: that information compression may be under-
stood as a search for patterns that match each other, with the merging
or ‘unification’ of patterns that are the same.

• Multiple alignment. More specifically, information compression via the
matching and unification of patterns provides the basis for a concept of
multiple alignment, borrowed and adapted from that concept in bioin-
formatics. Developing this idea as a framework for the simplification
and integration of concepts across a broad canvass has been a major
undertaking. Multiple alignment is a distinctive and powerful idea in
the SP programme.

• Transparency in the representation and processing of knowledge. By
contrast with sub-symbolic approaches to artificial intelligence, and
notwithstanding objections to symbolic AI,3 knowledge in the SP sys-
tem is transparent and open to inspection, and likewise for the process-
ing of knowledge.

• SP-neural. The SP theory includes proposals—SP-neural—for how ab-
stract concepts in the theory may be realised in terms of neurons and
neural processes. The SP-neural proposals are significantly different
from artificial neural networks as commonly conceived in computer sci-
ence, and arguably more plausible in terms of neuroscience.

3 Outline of the SP theory and SP machine

The SP theory is conceived as an abstract brain-like system that, in an
‘input’ perspective, may receive New information via its senses, and compress
some or all of it to create Old information, as illustrated schematically in
Figure 2. In the theory, information compression is the mechanism both

2Although Alan Turing saw that computers might become intelligent [9], the
Universal Turing Machine, in itself, does not tell us how! The SP theory goes some way
towards plugging that gap.

3See, for example, “Hubert Dreyfus’s views on artificial intelligence”, Wikipedia,
bit.ly/1hGHVm8, retrieved 2014-08-19.
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for the learning and organisation of knowledge and for pattern recognition,
reasoning, problem solving, and more.

Figure 2: Schematic representation of the SP system from an ‘input’ per-
spective.

The subsections that follow outline the main elements of the SP theory
and the SP machine.

3.1 Patterns and symbols

In the SP system, knowledge is represented with arrays of atomic symbols
in one or two dimensions called patterns. The SP70 model works with 1D
patterns but it is envisaged that the system will be generalised to work with
2D patterns [16, Section 3.3].

An ‘atomic symbol’ in the SP system is simply a mark that can be
matched with any other symbol to determine whether it is the same or dif-
ferent: no other result is permitted.

In themselves, SP patterns are not particularly expressive. But within
the multiple alignment framework (Section 3.2.2), they support the represen-
tation and processing of a wide variety of kinds of knowledge (Section 4). A
goal of the SP programme is to establish one system for the representation
and processing of all kinds of knowledge (see also [19, Section III]). Evidence
to date suggests that this may be achieved with SP patterns in the multiple
alignment framework.

Any collection of SP patterns is termed a grammar. Although that term
is most closely associated with linguistics, it is used in the SP programme
for a collection of SP patterns describing any kind of knowledge.
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3.2 Information compression

In the SP theory, the emphasis on information compression derives from
earlier research on grammatical inference [11] and the principle of minimum
length encoding (MLE) [8, 10, 7]).

At an abstract level, information compression means the detection and
reduction of redundancy in information. In more concrete terms, redundancy
means recurrent patterns, regularities, structures, and associations, including
causal associations. Thus information compression provides a means of dis-
covering such things as words in natural language [11], objects [18, Section
5.4.3], and associations (see, for example, [19, Section III-A.1]), in accordance
with the DONSVIC principle [16, Section 5.2].4

The default assumption in the SP theory is that compression of infor-
mation is always lossless, meaning that all non-redundant information is
retained. In particular applications, there may be a case for discarding non-
redundant information (see, for example, [19, Section X-B]) but any such
discard is reversible.

In the SP system, information compression is achieved via the matching
and unification of patterns. More specifically, it is achieved via the building
of multiple alignments and via the unsupervised learning of grammars. These
three things are described briefly in the following three subsections.

3.2.1 Information compression via the matching and unification
of patterns

The basis for information compression in the SP system is a process of search-
ing for patterns that match each other with a process of merging or ‘unifying’
patterns that are the same. At the heart of the SP70 model is a method for
finding good full and partial matches between sequences with advantages
compared with classical methods [14, Appendix A].5

3.2.2 Information compression via the building of multiple align-
ments

That process for finding good full and partial matches between patterns is the
foundation for processes that build multiple alignments like the one shown
in Figure 3.

4DONSVIC = “The discovery of natural structures via information compression”.
5The main advantages are [14, Section 3.10.3.1]: 1) That it can match arbitrarily long

sequences without excessive demands on memory; 2) For any two sequences, it can find a
set of alternative matches (each with a measure of how good it is) instead of a single ‘best’
match; 3) The ‘depth’ or thoroughness of the searching can be controlled by parameters.
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0 1 2 3 4 5 6

<species>

acris

<genus> ---------------------------------------------------------------------------- <genus>

Ranunculus ------------------------------------------------------------------------- Ranunculus

<family> --------- <family>

Ranunculaceae ---- Ranunculaceae

<order> ------ <order>

Ranunculales - Ranunculales

<class> ------ <class>

Angiospermae - Angiospermae

<phylum> --------- <phylum>

Plants ----------- Plants

<feeding>

has_chlorophyll ------------------ has_chlorophyll

photosynthesises

<feeding>

<structure> ------ <structure>

<shoot>

<stem> ---------- <stem> ---------------------------- <stem>

hairy ----------- hairy

</stem> --------- </stem> --------------------------- </stem>

<leaves> -------------------------- <leaves>

compound

palmately_cut

</leaves> ------------------------- </leaves>

<flowers> ------------------- <flowers>

<arrangement>

regular

all_parts_free

</arrangement>

<sepals> -------------------------------------------------------- <sepals>

not_reflexed

</sepals> ------------------------------------------------------- </sepals>

<petals> -------- <petals> -------------------------------------------------------- <petals> --------- <petals>

<number> --------- <number>

five

</number> -------- </number>

<colour> -------------------------------------------------------- <colour>

yellow ---------- yellow

</colour> ------------------------------------------------------- </colour>

</petals> ------- </petals> ------------------------------------------------------- </petals> -------- </petals>

<hermaphrodite>

<stamens> ------------------------------------------------------------------------- <stamens>

numerous -------------------------------------------------------------------------- numerous

</stamens> ------------------------------------------------------------------------ </stamens>

<pistil>

ovary

style

stigma

</pistil>

</hermaphrodite>

</flowers> ------------------ </flowers>

</shoot>

<root>

</root>

</structure> ----- </structure>

<habitat> ------- <habitat> ------ <habitat>

meadows --------- meadows

</habitat> ------ </habitat> ----- </habitat>

<common_name> -- <common_name>

Meadow

Buttercup

</common_name> - </common_name>

<food_value> ----------------------------------- <food_value>

poisonous

</food_value> ---------------------------------- </food_value>

</phylum> -------- </phylum>

</class> ----- </class>

</order> ----- </order>

</family> -------- </family>

</genus> --------------------------------------------------------------------------- </genus>

</species>

0 1 2 3 4 5 6

Figure 3: The best multiple alignment created by the SP model, with a set
of New patterns (in column 0) that describe some features of an unknown
plant, and a set of Old patterns, including those shown in columns 1 to 6,
that describe different categories of plant, with their parts and sub-parts,
and other attributes.
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This example shows the best multiple alignment created by the SP com-
puter model when a set of New patterns (in column 0)6 is processed in con-
junction with a set of pre-existing Old patterns like those shown in columns
1 to 6. Here, the multiple alignment is ‘best’ because it is the one that
achieves the most economical description of the New patterns in terms of
the Old patterns. The way in which that description or ‘encoding’ is derived
from a multiple alignment is explained in [14, Section 3.5] and [16, Section
4.1]. Like all other kinds of knowledge, encodings derived from multiple
alignments are recorded using SP patterns (Section 3.1).

This multiple alignment may be interpreted as the result of a process of
recognition (Section 4.3). The New patterns represent the features of some
unknown plant and the Old patterns in columns 1 to 6 represent candidate
categories, at several levels of abstraction: species ‘Meadow Buttercup’ (col-
umn 1), genus Ranunculus (column 6), family Ranunculaceae (column 5),
and so on.

3.2.3 Information compression via the unsupervised learning of
grammars

As outlined in [14, Section 3.9.2] and [16, Section 5.1], and described more
fully in [14, Chapter 9], the SP system may, without assistance from a
“teacher” or anything equivalent, derive one or more plausible grammars
from a body of New patterns, with minimum length encoding as a guiding
principle. In that process, multiple alignment has a central role as a source
of SP patterns for possible inclusion in any grammar [18, Section 5.3.1].

3.2.4 Heuristic search

Like most problems in artificial intelligence, each of the afore-mentioned
problems—finding good full and partial matches between patterns, finding
or constructing good multiple alignments, and inferring one or more good
grammars from a body of data—is normally too complex to be solved by
exhaustive search.

With intractable problems like these, it is often assumed that the goal is to
find theoretically ideal solutions. But with these and most other AI problems,
“The best is the enemy of the good”. By scaling back one’s ambitions and

6Specifically, the New patterns in this example are ‘has chlorophyll’ (a pattern
with one symbol), ‘<stem> hairy </stem>’, ‘<petals> yellow </petals>’,
‘<stamens> numerous </stamens>’, and ‘<habitat> meadows </habitat>’. The
patterns in a set like that may be presented to the system and processed in any order.

8



searching for “reasonably good” solutions, it is often possible to find solutions
that are useful without undue computational demands.

As with other AI applications, and as with the building of multiple align-
ments in bioinformatics, the SP70 model uses heuristic techniques in all three
cases mentioned above. This means searching for solutions in stages, with
a pruning of the search tree at every stage, guided by measures of success
[14, Appendix A; Sections 3.9 and 3.10; Chapter 9]. With these kinds of
techniques, acceptably good approximate solutions can normally be found
without excessive computational demands and with “big O” values that are
within acceptable limits.

3.3 Multiple alignment and the representation and pro-
cessing of diverse kinds of knowledge

The expressive power of SP patterns within the multiple alignment frame-
work derives in large part from the way that symbols in one pattern may
serve as links to one or more other patterns or parts thereof. One of several
examples in Figure 3 is how the pair of symbols ‘<family> ... </family>’
in column 6 serves to identify the pattern ‘<family> ... Ranunculales

... <hermaphrodite> ... poisonous ... </family>’ in column 5.
In the figure, these kinds of linkages between patterns mean that the

unknown plant (with characteristics shown in column 0) may be recognised
at several different levels within a hierarchy of classes: genus, family, order,
class, and so on. Although it is not shown in this example, the system also
supports cross classification.

In the figure, the parts and sub-parts of the plant are shown in such struc-
tures as ‘<shoot>’ (column 3), ‘<flowers>’ (column 5), ‘<petals>’ (column
6), and so on.

As in conventional systems for object-oriented design, the system provides
for inheritance of attributes (Section 4.6). But unlike such systems, there is
smooth integration of class hierarchies and part-whole hierarchies, without
awkward inconsistencies [15, Section 4.2.1].

More generally, SP patterns within the multiple alignment framework
provide for the representation and processing of a wide variety of kinds of
knowledge including: the syntax and semantics of natural language; class
hierarchies and part-whole hierarchies (as just described); networks and trees;
entity-relationship structures; relational knowledge; rules and several kinds
of reasoning; patterns and pattern recognition; images; structures in three
dimensions; and procedural knowledge. There is a summary in [19, Section
III-B], and more detail in Section 4.
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3.4 Information compression, prediction, and proba-
bilities

Owing to the close connection between information compression and concepts
of prediction and probability [6], the SP system is fundamentally probabilis-
tic. Each SP pattern has an associated frequency of occurrence and proba-
bilities may be calculated for each multiple alignment and for any inference
that may be drawn from any given multiple alignment.

3.5 SP-neural

Part of the SP theory is the idea, described most fully in [14, Chapter 11], that
the abstract concepts of symbol and pattern in the SP theory may be realised
more concretely in the brain with collections of neurons in the cerebral cortex.

The neural equivalent of an SP pattern is called a pattern assembly. The
word “assembly” has been adopted in this term because the concept is quite
similar to Donald Hebb’s [4] concept of a cell assembly. The main difference
is that the concept of pattern assembly is unambiguously explicit in propos-
ing that the sharing of structure between two or more pattern assemblies is
achieved by means of ‘references’ from one structure to another, as described
and discussed in [14, Section 11.4.1]).

It is pertinent to mention that unsupervised learning in the SP theory
([14, Chapter 9], [16, Section 5]) is quite different from “Hebbian learning”
as described by Hebb [4] and widely adopted in the kinds of artificial neural
networks that are popular in computer science.7 By contrast with Hebbian
learning, the SP system, like a person, may learn from a single exposure to
some situation or event. And, by contrast with Hebbian learning, it takes
time to learn a language in the SP system because of the complexity of the
search space, not because of any kind of gradual strengthening or “weighting”
of links between neurons [14, Section 11.4.4].

Figure 4 shows schematically how pattern assemblies may be represented
and inter-connected with neurons. Here, each pattern assembly, such as ‘<
NP < D > < N > >’, is represented by the sequence of atomic symbols of the
corresponding SP pattern. Each atomic symbol, such as ‘<’ or ‘NP’, would
be represented in the pattern assembly by one neuron or a small group of
inter-connected neurons.8 Apart from the inter-connections amongst pattern

7See, for example, “Hebbian theory”, Wikipedia,
http://en.wikipedia.org/wiki/Hebbian learning, retrieved 2013-12-23.

8Not shown in the figure are lateral connections within each pattern assembly and
inhibitory connections elsewhere, as outlined in [14, Sections 11.3.3 and 11.3.4].
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assemblies, the cortex in SP-neural is somewhat like a sheet of paper on
which knowledge may be written in the form of neurons.

< g i r l >N 0

< NP < D > < N > >

< t h i s >D 0

< b o y >N 1

To higher-level pattern assembliesTo higher-level pattern assemblies

From lower-level pattern assembliesFrom lower-level pattern assemblies

and/or receptor arraysand/or receptor arrays

< t h a t >D 1

Figure 4: Schematic representation of inter-connections amongst pattern as-
semblies as described in the text. Not shown in the figure are lateral connec-
tions within each pattern assembly, and inhibitory connections.

It is envisaged that any pattern assembly may be ‘recognised’ if it receives
more excitatory inputs than rival pattern assemblies, perhaps via a winner-
takes-all mechanism [14, Section 11.3.4]. And, once recognised, any pattern
assembly may itself be a source of excitatory signals leading to the recognition
of higher-level pattern assemblies.
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4 Simplicity and versatility

The quest for simplification and integration in the SP theory accords with
Occam’s Razor, one of the most widely-accepted principles in science. In
terms of that principle—seeking to combine conceptual simplicity with de-
scriptive and explanatory power—the SP theory scores well: a relatively
simple framework provides an account of a wide range of concepts and phe-
nomena, as outlined in the following subsections.

4.1 Unsupervised learning

The SP theory originates in part from an earlier programme of research on
grammatical inference and the unsupervised learning of natural language,
with minimum length encoding as a central principle [11], [18, Section 5.1].
However, meeting the goals of the SP programme has meant a radical reor-
ganisation of computer models, with the development of multiple alignment
as a framework for the simplification and integration of diverse structures
and functions [18, Section 5.2]. The new model demonstrates capabilities in
grammatical inference ([14, Chapter 9], Section 3.2.3) and appears to have
considerable potential for further development, with linguistic, visual, and
other kinds of knowledge.

4.2 Natural language processing

In addition to the learning of linguistic knowledge (Section 4.1), the SP
system has strengths in the parsing of natural language, the production of
natural language, and the integration of syntactic and semantic knowledge,
as outlined in this section. These aspects of the system are described more
fully in [16, Section 8] and in [14, Chapter 5].

4.2.1 Parsing of natural language

Figure 5 shows how, via multiple alignment, a sentence (in row 0) may be
parsed in terms of grammatical structures including words (rows 1 to 8).9 It
also shows, in row 8, how the system may mark the syntactic dependency
between the plural subject of the sentence (‘Np’) and the plural main verb
(‘Vp’) (see also [14, Sections 5.4 and 5.5], [16, Section 8.1]).

9Compared with the multiple alignment shown in Figure 3, this multiple alignment is
rotated through 90◦, replacing columns with rows. The choice between these two styles,
which are equivalent, depends largely on what fits best on the page.
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0 t h e a p p l e s a r e s w e e t 0

| | | | | | | | | | | | | | | | |

1 | | | N Nr 6 a p p l e #N | | | | | | | | | 1

| | | | | | | | | | | | | | |

2 | | | N Np N Nr #N s #N | | | | | | | | 2

| | | | | | | | | | | | | |

3 D 17 t h e #D | | | | | | | | | | | 3

| | | | | | | | | | | | |

4 NP 0a D #D N | #N #NP | | | | | | | | 4

| | | | | | | | | | |

5 | | | V Vp 11 a r e #V | | | | | 5

| | | | | | | | | | |

6 S Num ; NP | #NP V | #V A | | | | | #A #S 6

| | | | | | | | | | |

7 | | | | A 21 s w e e t #A 7

| | | |

8 Num PL ; Np Vp 8

Figure 5: The best multiple alignment created by the SP model with a store
of Old patterns like those in rows 1 to 8 (representing grammatical structures,
including words) and a New pattern (representing a sentence to be parsed)
shown in row 0.

To create a multiple alignment like the one in the figure, the system needs
a grammar of Old patterns, like those shown, one per row, in rows 1 to 8
of the figure. In this example, the patterns represent linguistic structures
including words.

Although SP patterns are remarkably simple, it appears that, within the
multiple alignment framework, they have at least the expressive power of a
context-sensitive grammar [14, Sections 5.4 and 5.5]. As previously noted
(Section 3.1), there is reason to believe that all kinds of knowledge may be
represented, within the multiple alignment framework, by SP patterns.

4.2.2 Production of natural language

A neat feature of the SP system is that one set of mechanisms and processes
may achieve both the analysis or parsing of natural language (Section 4.2.1)
and the generation or production of sentences. This is explained in [14,
Section 3.8] and [16, Section 4.5].

4.2.3 The integration of syntax and semantics

The use of one simple format for all kinds of knowledge is likely to facilitate
the seamless integration of syntax and semantics. Preliminary examples of
how this may be done are shown in [14, Section 5.7], both for the derivation
of meanings from surface forms [14, Figure 5.18] and for the production of
surface forms from meanings [14, Figure 5.19].

13



4.2.4 Parallel streams of information

Up to now, most work on natural language within the SP programme has
made the simplifying assumption that language may be represented with a
sequence of symbols, as in ordinary text. But with some aspects of natural
language such as formants in speech, and the relationship between syntax
and semantics, there seem to be parallel streams of information. The way in
which such parallelism may be represented and processed with 2D patterns
in the SP system is described in [18, Section 4.4.4 and Appendix C].

4.3 Pattern recognition

As described quite fully in [14, Chapter 6] and more briefly in [16, Section
9], the SP system has strengths in several aspects of pattern recognition:

• It can recognise patterns at multiple levels of abstraction, with the in-
tegration of class-inclusion relations and part-whole relations, as shown
in the example in Figure 3.

• It can model “family resemblance” or polythetic categories, meaning
that recognition does not depend on the presence absence of any par-
ticular feature or combination of features.

• Recognition is robust in the face of errors of omission, commission or
substitution in the New pattern or patterns.

• For any given identification, or any related inference, the SP system
may calculate associated probabilities.

• As a by-product of how recognition is achieved via the building of
multiple alignments, the system provides a model for the way in which
context may influence recognition.

4.4 Information storage and retrieval, with intelli-
gence

The SP theory provides a versatile model for database systems, with the
ability to accommodate object-oriented structures, as well as relational ‘tu-
ples’, and network and tree models of data [15]. It lends itself most directly
to information retrieval in the manner of query-by-example but it appears
to have potential to support the use of natural language or query languages
such as SQL.

Unlike some ordinary database systems:
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• The storage and retrieval of information is integrated with other aspects
of intelligence such as pattern recognition, reasoning, planning, problem
solving, and learning—as outlined elsewhere in this document.

• The SP system provides a simple but effective means of combining class
hierarchies with part-whole hierarchies, with inheritance of attributes
(Section 3.3).

• It provides for cross-classification with multiple inheritance.

• There is flexibility and versatility in the representation of knowledge
arising from the fact that the system does not distinguish ‘parts’ and
‘attributes’ [15, Section 4.2.1].

• Likewise, the absence of a distinction between ‘class’ and ‘object’ fa-
cilitates the representation of knowledge and eliminates the need for a
‘metaclass’ [15, Section 4.2.2].

• SP patterns provide a simpler and more direct means of representing
entity-relationship models than do relational tuples [15, Section 4.2.3].

4.5 Vision

With generalisation of the SP system to accommodate 2D patterns, it has
potential to model several aspects of natural vision and to facilitate the devel-
opment of human-like abilities in artificial vision [17]. In these connections,
the main strengths and potential of the SP system are:

• Low level perceptual features such as edges or corners may be identified
via the multiple alignment framework by the extraction of redundancy
in uniform areas in the manner of the run-length encoding technique
for information compression.

• The system may be applied in the recognition of objects and in scene
analysis, with the same strengths as in pattern recognition (Section
4.3).

• There is potential for the learning of visual entities and classes of en-
tity and the piecing together of coherent concepts from fragments [17,
Section 5].

• There is potential, via multiple alignment, for the creation of 3D models
of objects and of surroundings [17, Section 6].
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• The SP theory provides an account of how we may see things that
are not objectively present in an image, how we may recognise some-
thing despite variations in the size of its retinal image, and how raster
graphics and vector graphics may be unified.

• And the SP theory has things to say about the phenomena of light-
ness constancy and colour constancy, ambiguities in visual perception,
and the integration of vision with other senses and other aspects of
intelligence.

4.6 Reasoning

As described in quite fully in [14, Chapters 7 and 10, Section 6.4] and more
selectively in [16, Section 10], the SP system lends itself to several kinds of
reasoning:

• One-step ‘deductive’ reasoning.

• Abductive reasoning.

• Reasoning with probabilistic decision networks and decision trees.

• Reasoning with ‘rules’.

• Nonmonotonic reasoning and reasoning with default values.

• Reasoning in Bayesian networks, including “explaining away”.

• Causal diagnosis.

• Reasoning which is not supported by evidence.

• Inheritance of attributes in an object-oriented class hierarchy or heter-
archy.

There is also potential for spatial reasoning [18, Section 4.8.1] and what-if
reasoning [18, Section 4.8.2].

These several kinds of reasoning may work together seamlessly without
awkward incompatibilities, and likewise for how they may integrate seam-
lessly with such AI functions as unsupervised learning, pattern recognition,
and so on [21, Sections 2, 4, and 7].

For any given inference reached via any of these kinds of reasoning, the
SP system may calculate associated probabilities (Section 3.4).

Although the system is fundamentally probabilistic, it may imitate the
effect of logic and other ‘exact’ forms of reasoning [14, Section 10.4.5].
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4.7 Planning and problem solving

With data about flights between different cities, represented using SP pat-
terns, the SP computer model may find a route between any two cities (if
such a route exists) and, if there are alternative routes, it may find them as
well [14, Section 8.2].

Provided they are translated into textual form, the SP computer model
can solve geometric analogy problems of the kind found in puzzle books and
some IQ tests [14, Section 8.3], [16, Section 12].

4.8 Sequential and parallel procedures

Although it may not seem obvious at first sight, the multiple alignment
framework can model several devices used in ordinary procedural program-
ming, including: procedure, function, or subroutine; variable, value and type;
function with parameters; conditional statement; and the means of repeat-
ing operations such as repeat ... until or do ... while [21, Section 6.6.1]. In
accordance with good practice in software engineering, the SP system fa-
cilitates the integration of ‘programs’ with ‘data’. And as previously noted
(Section 3.3), the SP system supports object-oriented concepts such as class
hierarchies with inheritance of attributes.

In [21, Section 6.6.3], it is suggested that, since SP patterns at the ‘top’
level are independent of each other, they may serve to model processes that
may run in parallel. Now it appears that a better option is to model parallel
processes as parallel streams of information, represented in 2D SP patterns
as described in [18, Appendix C]. The advantage of this latter scheme is that
it provides the means of showing when two or more events occur at the same
time and, more generally, the relative timings of events.

Within the SP system, these structures and mechanisms may serve in
the representation and processing of sequential and parallel procedures from
the real world such as those required for cooking a meal, organising a party,
going shopping, and so on.

Potential benefits in software engineering include the elimination of com-
piling or interpretation, automatic programming, benefits in verification and
validation, and helping to overcome the problem of technical debt [21, Section
6.6].

4.9 Mathematics

Aspects of mathematics may be understood in terms of some basic techniques
for information compression: chunking-with-codes, schema-plus-correction,
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and run-length coding [20], and some features of mathematics may be mod-
elled in the SP system [14, Chapter 10].

On the strength of this evidence and some other considerations, there
is reason to believe that all of mathematics may be understood in terms of
information compression. There appear to be considerable implications for
mathematics, and also for science—because of the importance of mathematics
as a language of science.

4.10 Human perception and cognition, and neuro-
science

Part of the inspiration for the SP theory has been earlier research on the role
of information compression in the workings of brains and nervous systems
[1], [2], [3], and a programme of research on the learning of a first language
or languages [11]. Thus there is reason to believe that the SP theory may
help to illuminate human perception and cognition.

Since the converse is true—that insights into the nature of human percep-
tion and cognition may help to inform the development of the SP theory—the
two things are often considered together, as can be seen in [14], [17] and other
writings about the SP system.

As outlined in Section 3.5, the SP theory includes the proposal—called
SP-neural—that abstract concepts in the theory may be realised in terms of
neurons and their interconnections [14, Chapter 11].

4.11 Other potential benefits and applications

The versatility of the SP system may be seen not only in the areas outlined
above but in potential benefits and applications summarised in the following
subsections.

4.11.1 Simplification and integration

In keeping with the overall goals of the SP programme—simplification and
integration of concepts across artificial intelligence, mainstream computing,
mathematics, and human perception and cognition—the SP machine has
potential to simplify software and to promote the seamless integration of
diverse structures and functions.

In the same way that a database management system or an expert-system
shell provides a re-usable framework for a variety of applications, the SP sys-
tem may promote an overall simplification of computing systems by reducing
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or eliminating the need to recreate ‘intelligence’ in diverse applications [21,
Section 5].

As previously mentioned, the provision of one simple format for knowl-
edge and one framework for the processing of knowledge promotes seamless
integration of diverse structures and functions [21, Sections 2 and 7].

Like any theory that simplifies and integrates a good range of observations
and concepts, the SP theory promises deeper insights and better solutions to
problems than may otherwise be achieved [21, Section 6], [18, Section 4.3].

4.11.2 Big data

The SP system may help to solve several problems associated with big data
[19]. In brief, these problems and their potential solutions are:

• Overcoming the problem of variety in big data. Harmonising diverse
kinds of knowledge, diverse formats for knowledge, and their diverse
modes of processing, via a universal framework for the representation
and processing of knowledge (UFK).

• Learning and discovery. The unsupervised learning or discovery of
‘natural’ structures in data.

• Interpretation of data. The system has strengths in areas such as pat-
tern recognition, information retrieval, parsing and production of nat-
ural language, translation from one representation to another, several
kinds of reasoning, planning and problem solving.

• Velocity: analysis of streaming data. The SP system lends itself to an
incremental style, assimilating information as it is received, much as
people do.

• Volume: making big data smaller. Reducing the size of big data via
lossless compression can yield several benefits.

• Transmission of data. There is potential for substantial economies
in the transmission of data by judicious separation of ‘encoding’ and
‘grammar’.

• Energy, speed, and bulk. There is potential for big cuts in the use
of energy in computing, for greater speed of processing with a given
computational resource, and for corresponding reductions in the size
and weight of computers.
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• Veracity: managing errors and uncertainties in data. The SP system
can identify possible errors or uncertainties in data, suggest possible
corrections or interpolations, and calculate associated probabilities.

• Visualisation. Knowledge structures created by the system, and infer-
ential processes in the system, are all transparent and open to inspec-
tion. They lend themselves to display with static and moving images.

4.11.3 Autonomous robots

The SP system may help to solve computer-related problems in the design
of autonomous robots, meaning robots that do not depend on intelligence or
power supplies, are mobile, and are designed to exhibit as much human-like
intelligence as possible [18]. In brief, the problems and potential solutions
are:

• Computational efficiency, the use of energy, and the size and weight
of computers. If a robot is to be autonomous in the sense outlined
above, it needs a ‘brain’ that is efficient enough to do all the necessary
processing without external assistance, does not require an industrial-
scale power station to meet its energy demands, and is small enough
and light enough to be carried around easily—things that are difficult
or impossible to achieve with current technologies.

The SP system may help: by reducing the size of data to be processed;
by exploiting statistical information that the system gathers as an inte-
gral part of how it works; and via an updated version of Donald Hebb’s
[4] concept of a “cell assembly”.

• Towards human-like versatility in intelligence. If a robot is to operate
successfully in an environment where people cannot help, or where such
opportunities are limited, it needs as much as possible of the versatility
in intelligence that people may otherwise provide.

The SP system demonstrates versatility via its strengths in areas such
as unsupervised learning, natural language processing, pattern recogni-
tion, information retrieval, several kinds of reasoning, planning, prob-
lem solving, and more.

But the SP system is not simply a kludge of different AI functions.
Owing to its focus on simplification and integration of concepts in
computing and cognition (Section ??), it promises to reduce or elim-
inate unnecessary complexity and to avoid awkward incompatibilities
between poorly-integrated subsystems as indicated in Section 4.11.1.

20



• Towards human-like adaptability in intelligence. Amongst the AI ca-
pabilities of the SP system mentioned above, unsupervised learning
has particular significance because of its potential as a key to human-
like adaptability in intelligence and as a foundation for other kinds of
learning. The current SP computer model may be augmented to al-
low for the learning of structures and associations in parallel streams
of information, as appears to be required for unsupervised learning in
autonomous robots [18, Section 5.4.4 and Appendix C].

4.11.4 Medical diagnosis

The way in which the SP system may be applied in medical diagnosis is
described in [13]. The expected benefits of the SP system in that area of
application include:

• A format for representing diseases that is simple and intuitive.

• An ability to cope with errors and uncertainties in diagnostic informa-
tion.

• The simplicity of storing statistical information as frequencies of oc-
currence of diseases.

• The system provides a method for evaluating alternative diagnostic
hypotheses that yields true probabilities.

• It is a framework that should facilitate the unsupervised learning of
medical knowledge and the integration of medical diagnosis with other
AI applications.

The main emphasis in [13] is on medical diagnosis as pattern recognition.
But the SP system may also be applied to causal diagnosis [14, Section 7.9],
[16, Section 10.5] so that it may be possible, for example, to reason that
“The patient’s fatigue may be caused by anemia which may be caused by a
shortage of iron in the diet”.

4.11.5 Information compression

Since information compression is central in the workings of the SP system
(Section 3.2), there is reason to believe that an industrial-strength version of
the system will be useful in that area of application.
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